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Chapter 3

Composite Systems

3.1 The age of Ulkron
So far we have considered only a single quantum system described by a basis |ii.

Now we turn to the question of how to describe mathematically a system composed of
two or more sub-systems. Suppose we have two sub-systems, which we call A and B.
They can be, for instance, two qubits: one on earth and the other on mars. How to write
states and operators for this joint system? This is another postulate of quantum theory.
But instead of postulating it from the start, I propose we first try to formulate what we
intuitively expect to happen. Then we introduce the mathematical framework that does
the job.

For me, at least, I would expect the following to be true. First, if {|iiA}] is a set of
basis vectors for A and {| jiB} is a basis vector for B, then a joint basis for AB should
have the form |i, ji. For instance, for two qubits one should have four possibilities:

|0, 0i, |0, 1i, |1, 0i, |1, 1i.

Secondly, again at least in my intuition, one should be able to write down operators
that act locally as if the other system was not there. For instance, we know that for a
single qubit �x is the bit flip operator:

�x|0i = |1i, �x|1i = |0i.

If we have two qubits, I would expect we should be able to define two operators �A
x

and �B
x that act as follows:

�A
x |0, 0i = |1, 0i, �B

x |0, 0i = |0, 1i.

Makes sense, no? Similarly, we expect that if we apply both �A
x and �B

x the order
shouldn’t matter:

�A
x�

B
x |0, 0i = �

B
x�

A
x |0, 0i = |1, 1i.

This means that operators belonging to di↵erent systems should commute:

[�A
x ,�

B
x ] = 0. (3.1)
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The tensor/Kronecker product
The mathematical structure that implements these ideas is called the tensor prod-

uct or Kronecker product. It is, in essence, a way to glue together two vector spaces
to form a larger space. The tensor product between two states |iiA and | jiB is written as

|i, ji = |ii ⌦ | ji. (3.2)

The symbol ⌦ separates the two universes. We read this as “i tens j” or “i kron j”. I
like the “kron” since it reminds me of a crappy villain from a Transformers or Marvel
movie. Similarly, the operators �A

x and �B
x are defined as

�A
x = �x ⌦ I, �B

x = I ⇥ �x, (3.3)

where I is the identify matrix.
In order for us to make sense of these definitions, we must of course specify the

basic rules for how objects behave around the ⌦. Lucky for you, there is only one rule
that we really need to remeber: stu↵ to the left of ⌦ only interact with stu↵ to the left
and stu↵ to the right only interact with stu↵ to the right. In symbols:

(A ⌦ B)(C ⌦ D) = (AC) ⌦ (BD), (3.4)

In this rule A, B, C and D can be any mathematical object, as long as the multiplications
AC and BD make sense.

Let’s see how this works. For instance,

�A
x |0, 0i = (�x ⌦ I)(|0i ⌦ |0i) = (�x|0i) ⌦ (I|0i).

The only thing I did was apply the rule (3.4) to combine stu↵ to the left of ⌦ with stu↵
to the left and stu↵ to the right with stu↵ to the right. Now that we have �x|0i we are
back to the single qubit business, so we can just write �x|0i = |1i. Then we recombine
the result:

(�x|0i) ⌦ (I|0i) = |1i ⌦ |0i = |1, 0i,

which is what we would expect intuitively. As another example, the property (3.1), that
operators pertaining to di↵erent systems should commute, now follows directly from
our definitions:

�A
x�

B
x = (�x ⌦ I)(I ⌦ �x) = (�x ⌦ �x),

�B
x�

A
x = (I ⌦ �x)(�x ⌦ I) = (�x ⌦ �x),

which are definitely the same thing.
Everything we just said also holds for systems composed of 3, 4 or any number

of parts, of course. In this case we simply add more and more ⌦. For instance, for 3
qubits, �B

x = I ⌦ �x ⌦ I and so on.
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Let us also talk about how to combine other kinds of objects. Remember that all
we need is for the multiplications in the composition rule (3.4) to make sense. For
instance, an operation that makes no sense is

(h0| ⌦ |0i)(�x ⌦ �x) = crazy nonsense,

because even though h0|�x makes sense, the operation |0i�x does not.
An operation which does make sense is

hk, `|i, ji = (hk| ⌦ h`|)(|ii ⌦ | ji) = (hk|ii) ⌦ (h`| ji).

The objects that remain here are two numbers and the tensor product of two numbers
is also a number. Thus, we arrive at a rule for the inner product:

hk, `|i, ji = hk|iih`| ji. (3.5)

Outer products are similarly defined:

|k, `ihi, j| = |kihi| ⌦ |`ih j|. (3.6)

One can also come up with somewhat weird operations which nonetheless make sense.
For instance,

(hk| ⌦ |`i)(|ii ⌦ h j|) = (hk|ii) ⌦ |`ih j| = (hk|ii)|`ih j|.

In the last equality I used the fact that hk|ii is just a number.

Be cool about notation
Here is a really really really good tip: be cool duuuuuude. There are many ways of

expressing quantum states and operators for composite systems. Don’t be rigid about
notation. Just be clear so that people know what you mean. For instance, if we talk
about states, the following notations are equivalent:

|i, jiAB = |iiA ⌦ | jiB = |iiA| jiB. (3.7)

In the third notation adding the su�xes A and B is essential. Otherwise one would not
know if |ii belongs to A or B. For completeness I also added the su�xes to the first two
notations. Sometimes that is redundant. But if there is ever room for confusion, add it:
it doesn’t cost much.

A notation like |iiA| jiB also allows you to move things around and write, for in-
stance, | jiB|iiA. There is no room for confusion because you know one symbol belongs
to A and the other to B. The same is true for operator multiplication. For instance,

�B
x |i, jiAB = |iiA�B

x | jiB.

Notice that there is zero room for misinterpretation: the notation is not rigid, but no
one will interpret it wrong.

I strongly recommend you be cool about the notation. Each notation is useful for a
di↵erent thing, so feel free to change them at will. Just make sure there is no room for
misinterpretation.
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Matrix representation of the Kronecker product
When using the Kronecker product in a computer, it is standard to order the basis

elements |i, ji in lexicographic order: for each entry of the first, you loop over all
elements of the last. For instance, if A and B have each dimension 3, we get

|0, 0i, |0, 1i, |0, 2i, |1, 0i, |1, 1i, |1, 2i, |2, 0i, |2, 1i, |2, 2i.

Conversely, if we have 3 qubits, we would order the basis elements as

|0, 0, 0i, |0, 0, 1i, |0, 1, 0i, |0, 1, 1i |1, 0, 0i . . .

This ordering is not mandatory. But is extremely convenient for the following reason.
We then associate to each element a unit vector. For instance, for 2 qubits we would

have,

|0, 0i =

0
BBBBBBBBBBBB@

1
0
0
0

1
CCCCCCCCCCCCA
, |0, 1i =

0
BBBBBBBBBBBB@

0
1
0
0

1
CCCCCCCCCCCCA
, |1, 0i =

0
BBBBBBBBBBBB@

0
0
1
0

1
CCCCCCCCCCCCA
, |1, 1i =

0
BBBBBBBBBBBB@

0
0
0
1

1
CCCCCCCCCCCCA
. (3.8)

The matrix elements of an operator of the form A ⇥ B then becomes, using the prop-
erty (3.4)

hk, `|A ⌦ B|i, ji = hk|A|iih`|B| ji = AkiB` j.

If we now present these guys in a matrix, since we loop over all elements of the second
index, for each element of the first, the matrix form of this will look like

A ⌦ B =

0
BBBBBBBBBBBBBBB@

A0,0B . . . a0,dA�1B

...
. . .

...

adA�1,0B . . . adA�1,dA�1B

1
CCCCCCCCCCCCCCCA
. (3.9)

This is just an easy of visualizing the matrix: for each Aki we introduce a full block B.
To be clear what is meant by this, consider for instance

�x ⌦ �x =

0
BBBBBBBBBBBBBBB@

0
 
0 1
1 0

!
1
 
0 1
1 0

!

1
 
0 1
1 0

!
0
 
0 1
1 0

!

1
CCCCCCCCCCCCCCCA
=

0
BBBBBBBBBBBB@

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

1
CCCCCCCCCCCCA
. (3.10)

This provides an automated way to construct tensor product matrices. The final result is
not very intuitive. But computationally, it is quite trivial. Specially since the Kronecker
product is implemented in any library. In MATLAB they call it kron() whereas in
Mathematica they call it KroneckerProduct[]. These functions are really useful.
You should really try to play with them a bit.

As a consistency check, we can verify that the same logic also holds for vectors.
For instance,

|0, 0i = |0i ⌦ |0i =

0
BBBBBBBBBBBBBBB@

1
 
1
0

!

0
 
1
0

!

1
CCCCCCCCCCCCCCCA
=

0
BBBBBBBBBBBB@

1
0
0
0

1
CCCCCCCCCCCCA

(3.11)
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Proceeding similarly leads to all elements in Eq. (3.8).

3.2 Entanglement and mixed states
So far we have talked about how to represent kets and operators of composite sys-

tems using the tensor product. Now let’s see what kind of physics this produces. Sup-
pose we have two qubits, A and B. If qubit A is on Earth and qubit B is on Mars, it is
reasonable to assume that they are each in local states, such as

|⌘iA = ↵|0iA + �|1iA, |�iB = �|0iB + �|1iB.

Then, the global state of AB will be

|⌘iA ⌦ |�iB =

↵|0iA + �|1iA

�
⌦


�|0iB + �|1iB

�

= ↵�|0, 0iAB + ↵�|0, 1iAB + ��|1, 0iAB + ��|1, 1iAB.

If we look at the second line, this state seems like simply a linear combination of
the four basis elements |i, jiAB. However, this is not an arbitrary linear combination.
It contains a very special choice of parameters which are such that you can perfectly
factor the state into something related to A times something related to B. Cases like this
are what we call a product state. If A and B are in a product state, they are completely
independent of each other.

However, quantum theory also allows us to have more general linear combinations
which are not necessarily factorable into a product. Such a general linear combination
has the form

| iAB =
X

i, j

 i j|i, jiAB, (3.12)

where  i, j are any set of complex numbers satisfying
P

i j | i j|
2 = 1. When a state like

this cannot be written as a product,1 we say A and B are entangled. An important set
of entangled states are the so called Bell states:

|�+i =
1
p

2


|0, 0i + |1, 1i

�
, (3.13)

|��i =
1
p

2


|0, 0i � |1, 1i

�
, (3.14)

| +i =
1
p

2


|0, 1i + |1, 0i

�
, (3.15)

| �i =
1
p

2


|0, 1i � |1, 0i

�
. (3.16)

These states cannot be factored into a product of local states (please take a second
to convince yourself of that!). In fact, we will learn soon that they are maximally

1That is, when we cannot decompose  i j = f jg j.
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entangled states. If you are familiar with the theory of angular momentum, you will
also notice that these states (specially | ±i) are exactly to the singlet and triplet states
of two spin 1/2 particles. Moreover, it is useful to note that they form an orthonormal
basis for the Hilbert space of the two qubits.

The Controlled NOT (CNOT)
We usually entangle systems by applying gates. That is, unitary transformations

stemming from the interaction between the systems. A popular entangling gate for two
qubits is the CNOT. It is defined by the unitary

UCNOT = |0ih0|A ⌦ IB + |1ih1|A ⌦ �B
x . (3.17)

Qubit A is the control bit. If it is in |0i, we do nothing on B. But if it is in |1i, we apply
the bit flip operation �x on B:

UCNOT|0iA| iB = |0iA| iB,

UCNOT|0iA| iB = |0iA
✓
�B

x | iB

◆
.

Suppose we now start with two qubits reset to |0iA|0iB. We can prepare the two
qubits in a Bell state by applying two gates. First, we apply a Hadamard gate to A:

H =
1
p

2

 
1 1
1 �1

!
. (3.18)

This produces

HA|0iA|0iB = |+iA|0iB =
✓
|0iA + |1iA
p

2

◆
|0iB.

This is a gate acting only on A. It is a local operation and thus cannot entangle A and
B. To entangle them we now apply the CNOT (3.17). It gives

UCNOTHA|0iA|0iB =
|0, 0iAB + |1, 1iAB

p
2

,

which is nothing but the Bell state (3.13). The other Bell states may be generated in a
similar way, by starting with the four possible states |i, ji:

|�+i = UCNOTHA|0iA|0iB,

|��i = UCNOTHA|1iA|0iB,
(3.19)

| +i = UCNOTHA|0iA|1iB,

| �i = UCNOTHA|1iA|1iB.
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Density matrices from entanglement
Now I want you to recall our original discussion in Sec. 2.1. We saw that the

concept of density matrix naturally appeared when we considered a crappy machine
that produced quantum states with some classical uncertainty. What we found was that
it was possible to combine quantum and classical e↵ects by introducing an object of
the form

⇢ =
X

i

pi| iih i| (3.20)

where the | ii are arbitrary states and the pi are arbitrary probabilities. This construc-
tion may have left you with the impression that the density matrix is only necessary
when we want to mix quantum and classical stu↵. That density matrices are not really
a quantum thing. Now I want to show you that this is not the case. It is definitely not
the case. I will show you that there is an intimate relation between mixed states and
entanglement. And this relation is one the key steps relating quantum mechanics and
information theory.

Essentially, the connection is made by the notion of reduced state or reduced
density matrix. When a composite system is in a product state | iA ⌦ |�iB, it makes
sense to say the state of A is simply | iA. But if A and B are entangled, then what is
exactly the “state” of A? To warm up, consider first a bipartite state of AB of the form

| iAB =
X

i

ci |ii ⌦ |ii (3.21)

for certain coe�cients ci satisfying
P

i |ci|
2 = 1. If ci = 1 for some i and all other

c j = 0 then | i = |ii ⌦ |ii and we get a product state. In any other case, the state will be
entangled.

Now let OA be an operator which acts only on system A. That is, an operator which
has the form OA = OA ⌦ IB. The expectation value of OA in the state (3.21) will be

hOAi = h |(OA ⌦ IB)| i (3.22)

Carrying out the calculation we get:

hOAi =
X

i, j

c⇤i c j (hi| ⌦ hi|)(OA ⌦ IB)(| ji ⌦ | ji)

=
X

i, j

c⇤i c j hi|OA| jihi| ji

=
X

i

|ci|
2
hi|OA|ii.

The sandwich that remains is now performed only over the reduced state of A. How-
ever, each sandwich hi|OA|ii is now weighted by a factor |ci|

2.
We now ask the following question: can we attribute a state | Ai for system A such

that the above result can be expressed as h A|OA| Ai. This is actually the same question
we asked in Sec. 2.1. And we saw that the answer is no. In general, there is no pure
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state we can associate with A. Instead, if we wish to associate a quantum state to A, it
will have to be a mixed state, described by a density matrix of the form

⇢A =
X

i

|ci|
2
|iihi| (3.23)

then the expectation value of A becomes

hAi = tr(A⇢A) (3.24)

This result has extremely important consequences. Eq. (3.23) has exactly the same form
as Eq. (3.20), with the classical probabilities pi replaced by quantum coe�cients |ci|

2.
But there is absolutely nothing classical here. Nothing. We started with a pure state.
We are talking about a purely quantum e↵ect. Notwithstanding, we see that in general
the state of A will be mixed. If ci = 1 for some i and all other c j = 0 then Eq. (3.23)
reduces to ⇢A = |iihi|, which is a pure state. In all other cases, the state of A will be
mixed. Thus,

When AB are entangled, the reduced state of A and B will be mixed.

To give an example, suppose AB is in the Bell state (3.13). This state has the form
of Eq. (3.21) with ci = 1/

p
2. Thus, it is easy to apply Eq. (3.23), which gives

⇢A =
1
2

 
1 0
0 1

!
(3.25)

We therefore see that the reduced state of A is actually the maximally mixed state.
This is a feature of all Bell states and it is the reason we call them maximally entangled
states. This is super interesting, if you think about it: A Bell state is a pure state, so we
know exactly what the state of AB is. However, we know absolutely nothing about A
alone.

3.3 Reduced density matrices and the partial trace
The state ⇢A in Eq. (3.23) is called a reduced density matrix. And the procedure

that led us from | iAB to ⇢A is called the partial trace. This is the quantum analog of
computing the marginal P(x) of a joint probability distribution P(x, y). In this section I
will teach you how to make this procedure in a more algorithmic way.

The partial trace
Consider a bipartite system AB. Let |ai and |bi be basis sets for A and B. Then a

possible basis for AB is the tensor basis |a, bi. What I want to do is investigate the trace
operation within the full AB space. Any operator in AB can always be decomposed as

O =
X

↵

A↵ ⌦ B↵, (3.26)
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for some index ↵ and some set of operators A↵ and B↵. So, to start, let us consider
simply an operator of the form O = A ⌦ B. Then, by linearity it will be easy to extend
to more general operators.

We begin by computing the trace of O = A ⌦ B in the |a, bi basis:

tr(O) =
X

a,b

ha, b|O|a, bi

=
X

a,b

(ha| ⌦ hb|)(A ⌦ B)(|ai ⌦ |bi)

=
X

a,b

ha|A|ai ⌦ hb|B|bi

=
X

a

ha|A|ai
X

b

hb|B|bi.

I got rid of the ⌦ in the last line because the kron of two numbers is a number. The two
terms in this formula are simply the trace of the operators A and B in their respective
Hilbert spaces. Whence, we conclude that

tr(A ⌦ B) = tr(A) tr(B). (3.27)

We started with an operator having support on two Hilbert spaces and ended up tracing
everything, so that we are left with only a single number.

We can now imagine an operation where we only trace over one of the Hilbert
spaces and obtain an operator still having support on the other part. This is what we
call the partial trace. It is defined as

trA(A ⌦ B) = tr(A)B, trB(A ⌦ B) = A tr(B) (3.28)

When you “trace over A”, you eliminate the variables pertaining to A and what you are
left with is an operator acting only on B. This is something we often forget, so please
pay attention: the result of a partial trace is still an operator. More generally, for an
arbitrary operator O as defined in Eq. (3.26), we have

trA O =
X

↵

tr(A↵)B↵, trBO =
X

↵

A↵ tr(B↵). (3.29)

An important example is the partial trace of an operator of the form |a, biha0, b0|. To
take the partial trace, remember that this can be written as

|a, biha0, b0| = |aiha0| ⌦ |bihb0|.

The partial trace over B, for instance, will simply go right through the first part and act
only on the second part; i.e.,

trB |a, biha0, b0| = |aiha0| tr
⇢
|bihb0|

�
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Thus, we conclude that

trA |a, biha0, b0| = �a,a0 |bihb0|, trB |a, biha0, b0| = |aiha0| �b,b0 . (3.30)

Reduced density matrices
We are now ready to introduce the idea of a reduced density matrix in a more formal

way. Given a bipartite system ⇢AB we define the reduced density matrix of A and B as

⇢A = trB ⇢AB, ⇢B = trA ⇢AB (3.31)

Let us now practice with some examples.

Example: Bell states
To practice, consider the Bell state example that led us from the bipartite state (3.13)

to the reduced state (3.25). The global density matrix is

⇢AB = |�1ih�1| =
1
2

⇢
|0, 0ih0, 0| + |0, 0ih1, 1| + |1, 1ih0, 0| + |1, 1ih1, 1|

�
(3.32)

To take the partial trace we use Eq. (3.30) to find:

⇢A =
1
2

⇢
|0ih0| + |1ih1|

�
=

1
2

 
1 0
0 1

!
(3.33)

with an identical result for ⇢B.

Example: Partially entangled states
Consider now a state of the form

| iAB =
p

p|0, 1iAB +
p

1 � p|0, 1iAB, (3.34)

for some number p 2 [0, 1]. If p = 1/2 we recover the Bell state (3.13). To take the
partial trace we proceed as before:

⇢AB = | ih | = p|0, 1ih0, 1| + (1 � p)|1, 0ih1, 0| +
p

p(1 � p)
✓
|0, 1ih1, 0| + |1, 0ih0, 1|

◆
.

Due to Eq. (3.30), the last two terms will always give 0 when we take the partial trace.
We are then left with

⇢A = p|0ih0| + (1 � p)|1ih1|,

⇢B = (1 � p)|0ih0| + p|1ih1|.
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Example: X states
X states of two qubits are density matrices of the form

⇢ =

0
BBBBBBBBBBBB@

p1 0 0 �
0 p2 ↵ 0
0 ↵⇤ p3 0
�⇤ 0 0 p4

1
CCCCCCCCCCCCA
. (3.35)

Normalization requires
P

i pi = 1 and positivity imposes constraints on the allowed
values of ↵ and �. The ordering of states here is the lexicographic order we discussed
in Sec. 3.1. Namely, |0, 0i, |0, 1i, |1, 0i, |1, 1i. Thus, we can write this X state more
explicitly as

⇢ = p1|0, 0ih0, 0| + p2|0, 1ih0, 1| + p3|1, 0ih1, 0| + p4|1, 1ih1, 1|

+↵|0, 1ih1, 0| + ↵⇤|1, 0ih0, 1| (3.36)

+�|0, 0ih1, 1| + �⇤|1, 1ih0, 0|.

The meaning of ↵ and � now become a bit more clear: they represent, respectively,
the non-local coherences between {|0, 1i, |1, 0i} and {|0, 0i, |1, 1i}. From Eq. (3.36) it is
easy to take the partial trace:

⇢A = trB ⇢ =

 
p1 + p2 0

0 p3 + p4

!
, (3.37)

⇢B = trA ⇢ =

 
p1 + p3 0

0 p2 + p4

!
. (3.38)

We see that for X states, the reduced density matrices are diagonal. The entries which
are set to zero in Eq. (3.35) are precisely the ones that would lead to non-zero diagonals
in the reduced state. If we now look for observables, for instance, we will then find that

h�A
x i = h�

B
x i = h�

A
y i = h�

B
y i = 0.

Non-local observables, on the other hand, can be non-zero. For instance, one may
check that

h�A
x�

B
x i = ↵ + ↵

⇤ + � + �⇤.

Partial trace looses information
If we have a state which is of the form ⇢AB = ⇢A ⌦⇢B, then Eq. (3.28) directly gives

us trB ⇢AB = ⇢A and trA ⇢AB = ⇢B, as of course expected. So any density matrix which
is a product of the form ⇢AB = ⇢A ⌦ ⇢B represents uncorrelated systems, irrespective of
whether the state is pure or not. However, it is very important to note that in general
we cannot recover the full density matrix ⇢AB from the reduced density matrices ⇢A
and ⇢B. The operation of taking the partial trace is irreversible and in general looses
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information. To put that more precisely, given a general ⇢AB and its reduced density
matrices (3.31), we have

⇢A ⌦ ⇢B , ⇢AB (3.39)

This is only true when ⇢AB was already originally uncorrelated. Thus, in general, we
see that information is lost whenever AB are correlated.

Example: separable states
A state is called separable when it can be written in the form

⇢ =
X

i

pi ⇢
i
A ⌦ ⇢

i
B, (3.40)

for a set of probabilities pi 2 [0, 1],
P

i pi = 1 and an arbitrary set of density matrices
⇢i

A(B). Of course, in light of Eq. (3.26), any density matrix of AB can be decomposed as
a sum of products. But usually each term in the sum is not a valid density matrix with
a valid probability. The reason why a state of the form (3.40) is physically interesting
is because it represents a classical statistical mixture of states of A and B.

This is just like the crappy machine of Sec. 2.1. With some probability pi the
machine prepares a state ⇢i

A for A and ⇢i
B for B. The two systems will in general be

correlated: if we learn something about A, we can usually infer something about B. But
this is only because they share a common ignorance about the machine that produced
them. The states of A and B may very well be quantum. But their correlations are
purely classical. We say separable states of the form (3.40) are not entangled.

Classical states and Quantum Discord
The partial trace is the quantum analog of marginalizing a probability distribution.

To see that, consider a bipartite state of the form

⇢AB =
X

i, j

pi, j |i jihi j| (3.41)

which will be a valid quantum state provided pi, j 2 [0, 1] and
P

i, j pi, j = 1. This state is
nothing but a classical probability distribution encoded in a density matrix. To compute
the partial trace over B we use Eq. (3.30), which gives

⇢A = trB ⇢AB =
X

i, j

pi, j |iihi|A =
X

i

pA
i |iihi|A

In the last equality I carried out the sum over j and defined

pA
i =

X

j

pi, j. (3.42)

This is precisely the marginalization procedure in classical probability theory. We
simply sum over all probabilities of B to obtain a reduced probability distribution only
for A. A state which is not of the form (3.41) is said to have some quantum discord.
We will talk more about what this means soon, when we talk about measurements.
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Interactiansbetweemphysicalsystein

Now that we know how to describe mathematically composite

systems we can start talking about how to remodel the interactions

between physical systems

consider two systems A and B with Hilbert spaces fea and

glB The Hamiltonian of A which we call Ha lives arely em flea

Same gear B and HB Interactions our the other hand live on

both spaces They are operators like A B which act man trivially

em both Ra and RB

A typical Hamiltonian for two systems will then have

the form i
H Ha t HB V

where v e Ha HB in the interaction

there are two usual situations we have to usually deal with

interactions dynamics and equilibrium we saw in lecture 3

that density matrices evolve according to the van Neumann

equation e He e HE 12

f t e f e

which thus involves the exponentian of It Our the other hand

thermal equilibrium reads

Sef ePH 37
Z






































































































































It also involves the exponential of H But now with a real

coefficientwe say equilibrium in like an evolution in imaginary

time

evolution op e t p thermal eg state cm

this is also called a wide rotation Thus if we understand one

we also understand the other

what we need to understand in therefore how to deal with

ePH when it eives am more than one subspace Let's try to

do this by means of examples






































































































































Spinspininteractions

Ising interaction

Let us first ecensider two spin 42 qubit particles each described

by Renee operators I i s z a u y z the simplest spin spin

interaction in the Ising interaction

v JTz
5

this interaction is easy to analyze because it is already

diagonal Let us introduce a new notation that I like

we know that

E II

Define a variable T Is and let us denote the eigenvectors

as 1P Its and It l s then we may summarize

Gz 197 s IP Tz Ilo S lb

into a sengle pretty equation
with many T's

Jz1o7 o
0 11 co






































































































































Going back now to Ef 5 we already know what will be

the eigenthings of

I 5 oz J T Tz IoT 02 7

Let us analyze these eigenvalues T ME

g Ts 02 8

J T 02
y T f 02

the energy is smaller when the spins are parallel It doesn't

matter if both are up on both are down as long as they are

both parallel
Thin in fact in a way special symmetry of Eg Cs

called

Zz symmetry if we change

9
Tz i Tze Zz

we weep intact As we will learn soon symmetries play a

very important
role in statistical mechanics So it is very useful

to keep an eye always out for it

For instance suppose we add magnetic fields to the game

it h Tz of J F TE Cio

This Hamiltonian no banger has the 2 z symmetry the magnetic

field explicitly breaks the symmetry






































































































































Let us now ecensider the equilibrium state associated fo u

For simplicity we set the magnetic fields to zero then

z
EPTOz1ozSef e PV H

F

This operator in already diagonal so to ecempute Z we can use

its oil as a convenient basis

Z tr e PV E so ozlePTF go or y
J Tz

pT T Tz 12
E e

0,02

This was step s write the trace as a sum of eigenvalues Step 2 in

now to carry out the
sour

ePJ IP's e PJ EPT 9coshpT
B

Z

The equilibrium state in this case may thus be written as

Seg diag EP ePT e
PT CPJ Cia

where I'm using lexicographic order

5
Its s I t's i I I I I I I






































































































































It is important to notice how the state ki is not a product

state the Ising interaction makes the two spins correlated

Let us write 14 as

Seq
CPT 1 52 1 ePS It Xt i i ePS l t c I

EPT K I

where 1 7 Its s in just a short hand then

trig Seg Iz EP EPT l 1kt I EPI EPT l K i

1 2coshpT I 1kt I I K l

coshPT

r

tra Seg trofeo E o 7

The reduced status are unanimally ruined It has no

information anymore about P
or T thus of course it is not

possible to reconstruct Seg from Sa and SB

the message you should take from Him is that

Interactianscorrelatet






































































































































Exchange interaction

Let us meeee consider another typeof interaction of the

form

vgCI'E2t Cio

these is called an exchange interaction because it represents the

two gerbils exchanging excitations I 0 2 lowers the state of

2 and raises that of 1

this interaction has a different symmetry than 5 The

symmetry in

a Tt e t ucs symmetry at

0 2 5 2 eid

where in an arbitrary angle unlike in the Ising case this

in a continuous symmetry please think about why this is a

symmetry of 1a T It so if we multiply a by eid and

of by e if nothing happens

The interactions 1a is also not diagonal in the 19oz basis

In fact you may verify that

v s at






































































































































Let us study now the exponential of this guy Using Mathematica
we find

1 O O O

en f Ei a

0 O O L

It in now easy to adapt Him to either interactions e
it

an thermal

status EB

For thermal estates we simply replace g o Pf

e f
The partition function in their simply

2 Z t 2 cosh PS 20

Notice also have this state in a correlated state In feet it

is an state like the one we studied in page 49 above






































































































































Let's also adapt 187 to the ease of interactions Simply replace

g ist We also need

21
cosh ise cos x smh ise i sense

then
0 O OI

was e
it T.IEse iIfIt g

a

O O O I

you may check that thin V in unitary Utu out I this kind

of interaction
also goes by the name of a partial SWAR

because of course
it partially SWAIs one states of the 2

qubits
the SWAI in ecernplete when gt TIZ Then

0 O O
I

Tks f I f as

0 O O f

this SWAE leaves a phase behind It is a dirty SWAI A clean

SWAI would look like

uswa o
car






































































































































If you are looking for a nice way to write this sword I will

leave for you to check that

Usw AI Iz it Is I
25

i 1 Fiona ogog 1 oz off

This formula is attributed to Iauli






































































































































Heisenberg.XX.xy.mx

A generic type of interaction between two spins can be written

as

y
Z

TyZ XYZ

In the literature this would be called XYZ interactions

that the coefficients Tx Ty
which is a reference to the feet

Tz are different
If Tze Ty Tz we get instead the X X Z interactions which

is usually written as

S Tse I 1 Ty Ty 2 1 D Tz OE HZ zz

where D is called the assyinmetry parameter If we also have

D s then we get the XXX Hamiltonian

S Gm W t og rye 1oz of T Fi I 281

No one calls it xxx though because it sounds like poison We

call it instead the Heisenberg interaction






































































































































I know it may look like 27 and 28 are not too different

from each other But when you have a lattice of spins the two

models have dramatically different physicalproperties

Back to C267 when I 2 0 we get the XY model

Tn Te ont Ty Oy'oyZ XX za

and if Ja Ty T we get the XX model

S Te W Ty Ty
2 XX Cso

These models have nice properties We will come back to them

later on Notice how the XX model has a continuous symmetry

that the XY does not namely a notation symmetry

Fei o cased rai surf Gyi
31

g i sing Fei cos lo og
i

g

the intuitive way to check that this is true in to think about the

xx model 30 as the dot product between two vectors in the soy

plane
J Te Ty O Ff Oyl O Xx

Thus if we rotate the two vectors by the same angle

nothing changes






































































































































Finally we have another very important model which in

the transverse field Ising model CTF IM

H h Tz 1 TE TDetDef TF IM 32

compare this to the usual Ising model in Eqs J ar lo

H h Tz Oz J Gz Tz2 333

The difference in that in 32 the field in transverse to the

interaction Quantum mechanically this is expressed by the fact

that the two teams in 32 do not commute whereas in 33 they

do In the TFIM this eceurpetition between man commuting terms

will be responsible for the appearance of
a quantum phase

transition as we will see later on the course




