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Chapter 1

Review of Quantum Theory

Quantum mechanics is about states, operations and measurement outcomes. You
have probably already learned all three concepts in the old-fashioned way. Here you
will learn it the cool way.

States represent the configuration of your system at any given time. You have
probably seen them in the form of kets, such as /) and |i), or as wave-functions ¥(x).
We will soon learn that the most general state in quantum mechanics is given by a new
kind of object, called a density matrix, p. It encompass all the information you may
have about a physical system, with kets and wave-functions being simply particular
cases. Density matrices are absolutely essential for any modern use of quantum theory,
which is why this chapter was named after them.

Once states are defined, it is natural to talk also about operations and outcomes.
By operation I mean any action which acts on the state to produce a new state. This
can be given, for instance, in terms of quantum mechanical operators such as H, p, a,
o, etc. Understanding operations from an intuitive sense is the key to understanding
the physics behind the mathematics. After you gain some intuition, by simply looking
at a Hamiltonian you will already be able to draw a bunch of conclusions about your
system, without having to do any calculations.

Operators also fall into different categories, depending on what they are designed
to do. The two most important classes are Hermitian and Unitary operators. Hermitian
operators always have real eigenvalues and are used to describe quantities that can be
observed in the lab. Unitary operators, on the other hand, preserve probabilities for
kets and are used to describe the evolution of closed quantum systems. The evolution
of an open quantum system, on the other hand, is described by another type of process
known as Quantum Operations or Quantum channels, where instead of operators
we use super-operators (which, you have to admit, sounds cool).

Finally, we have measurements and outcomes. Measurements are also imple-
mented by operators. For instance, the wave-function collapse idea is what we call
a projective measurements and is implemented by a projection operator. In this chap-
ter we will learn how to generalize this and construct generalized measurements and
POVMs. Quantum measurements is perhaps one of the most conceptually challenging
process in quantum theory. And the theory of POVMs will help shed considerable light



it.

1.1 Hilbert spaces and kets

“To any physical system we can associated an abstract complex vector space with
inner product, known as a Hilbert space, such that the state of the system at an given
instant can be described by a vector in this space.” This is the first and most basic pos-
tulate of quantum mechanics. Following Dirac, we usually denote vectors in this space
as |y, |i), etc. The quantity inside the |) is nothing but a label to specify something.

A Hilbert space can be both finite or infinite dimensional. The dimension d is
defined by the number of linearly independent vectors we need to span the vector space.
A set {|i)} of linearly independent vectors that spans the vector space is called a basis.
With this basis any state may be expressed as

d-1
vy = > wili, (1.D)
i=0

where y; can be arbitrary complex numbers.
A Hilbert space is also equipped with an inner product, (¢|), which converts
pairs of vectors into complex numbers, according to the following rules:

L. If [y = ala) + b|B) then (yly) = alyla) + (¥IB).
2. (Bl = (Ylp)*.
3. Yy > 0 and (Yly) = 0 if and only if [) = 0.

A set of basis vectors |i) is called orthonormal when it satisfies
(ilj) = 6i- (1.2)

Exploring the 3 properties of the inner product, one may then show that given two
states written in this basis, [) = X; ,|i) and |¢) = 3; ¢;]i), the inner product becomes

Wio)y = " i (13)

We always work with orthonormal bases. And even though the basis set is never
unique, the basis we are using is usually clear from the context. A general state such
as (1.1) is then generally written as a column vector

Yo
1

w=| . | (1.4)
Va1

The object (| appearing in the inner product, which is called a bra, may then be
written as a row vector

W= v - vi). (1.5)



The inner product formula (1.3) can now be clearly seen to be nothing but the mul-
tiplication of a row vector by a column vector. Notwithstanding, I am obligated to
emphasize that when we write a state as in Eq. (1.4), we are making specific reference
to a basis. If we were to use another basis, the coeflicients would be different. The
inner product, on the other hand, does not depend on the choice of basis. If you use a
different basis, each term in the sum (1.3) will be different, but the total sum will be the
same.

The vectors in the Hilbert space which represent physical states are also constructed
to satisfy the normalization condition

Wly) = 1. (1.6)

This, as we will see, is related to the probabilistic nature of quantum mechanics. It
means that if two states differ only by a global phase e, then they are physically
equivalent. Mathematically, this means that the relevant space in question is not a
vector space, but rather a ray space.

You may also be wondering about wave-functions. Wave-functions are nothing but
the inner product of a ket with the position state |x):

Y(x) = (xlp). (1.7)

The ket |x) may at first seem weird because the label inside the ket varies continuously.
But apart from that, you can use it just as a normal ket. Wave-functions are not very
useful in quantum information. In fact, I don’t think we will ever need them again in
this course. So bye-bye ¥(x).

1.2 Qubits and Bloch’s sphere

The simplest quantum system is one whose Hilbert space has dimension d = 2,
which is what we call a qubit. In this case we only need two states that are usually
labeled as |0) and |1) and are often called the computational basis. It is very important
to understand that when we refer to a qubit, we don’t necessarily have to mention which
physical system it represents. For instance, it may represent a spin 1/2 particle, an atom
with only two levels or the polarization directions of a photon. But when we say qubit,
we mean neither. We just mean the underlying mathematical structure. This is the
difference between a mathematical theory and the physical implementations. Quantum
information is independent of the physical implementation. That is not to say that
implementation s are not important. Of course they are! Without experiments all this
theory would be meaningless. But that being said, one of nicest things about quantum
information is that it is constructed independent of the implementation.

An arbitrary state of a qubit may be written as

v) = al0) + bl1) = (Z) (18)

where a and b are complex numbers which, according to Eq. (1.6), should satisfy

lal* + 1b* = 1 (1.9)
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Figure 1.1: Example of Bloch’s sphere which maps the general state of a qubit into a sphere of
unit radius.

A convenient way to parametrize a and b in order to satisfy this normalization, is as
a = cos(6/2), b = ¢ sin(0/2), (1.10)

where 6 and ¢ are arbitrary real parameters. While this parametrization may not seem
unique, it turns out that it is since any other choice will only differ by a global phase
and hence will be physically equivalent. It also suffices to consider the parameters in
the range 6 € [0, 7] and ¢ € [0, 27], as other values would just give the same state up to
a global phase.

You can probably see a similarity here with the way we parametrize a sphere in
terms of a polar and a azimutal angle. This is somewhat surprising since these are
completely different things. A sphere is an object in R?, whereas in our case we have
a vector in C2. But since our vector is constrained by the normalization (1.9), it is
possible to map one representation into the other. That is the idea of Bloch’s sphere,
which is illustrated in Fig. 1.1. In this representation, the state |0) is the north pole,
whereas |1) is the south pole. I also highlight in the figure two other states which
appear often, called |+). They are defined as

0) + [1)
V2

In terms of the angles 6 and ¢ in Eq. (1.10), this corresponds to # = 7/2 and ¢ = 0, 7.
Thus, these states lie in the equator, as show in Fig. 1.1.

A word of warning: Bloch’s sphere is only used as a way to represent a complex
vector as something real, so that we humans can visualize it. Be careful not to take this
mapping too seriously. For instance, if you look blindly at Fig. 1.1 you will think |0)
and |1) are parallel to each other, whereas in fact they are orthogonal, (0|1) = 0.

l+) =

. (1.11)

1.3 Outer product and completeness

The inner product gives us a recipe to obtain numbers starting from vectors. As we
have seen, to do that, we simply multiply row vectors by column vectors. We could



also think about the opposite operation of multiplying a column vector by a row vector.
The result will be a matrix. For instance, if [/) = a|0) + b|1) and |¢) = c|0) + d|1), then

a\( . .\ _[ac* ad*
wm=@@ M-@*MJ (1.12)

This is the idea of the outer product. In linear algebra the resulting object is usually
referred to as a rank-1 matrix.

Let us go back now to the decomposition of an arbitrar state in a basis, as in
Eq. (1.1). Multiplying on the left by (| and using the orthogonality (1.2) we see that

Wi = ily). (1.13)

Substituting this back into Eq. (1.1) then gives
W) = D lixilw).

This has the form x = ax, whose solution must be a = 1. Thus

Dl =1=1 (1.14)

This is the completeness relation. It is a direct consequence of the orthogonality of a
basis set: all orthogonal bases satisfy this relation. In the right-hand side of Eq. (1.14)
I wrote both the symbol I, which stands for the identity matrix, and the number 1. A
rigorous person would use I. I’m sloppy, so I just write it as the number 1. I know
it may seem strange to use the same symbol for a matrix and a number. But if you
think about it, both satisfy exactly the same properties, so its not really necessary to
distinguish them.
To make the idea clearer, consider first the basis |0) and |1). Then

m&+mm=@ $+@ ﬂ=@ ﬂ,

which is the completeness relation, as expected since |0), |1) form an orthonormal basis.
But we can also do this with other bases. For instance, the states (1.11) also form an
orthogonal basis, as you may check. Hence, they must also satisfy completeness:

It 1 11 -1 1 0
st o4l - )
The completeness relation (1.14) has an important interpretation in terms of pro-
jection onto orthogonal subspaces. Given a Hilbert space, one may sub-divide it into
several sub-spaces of different dimensions. The number of basis elements that you

need to span each sub-space is called the rank of the sub-space. For instance, the space
spanned by |0), |1) and |2) may be divided into a rank-1 sub-spaced spanned by the



basis element |0) and a rank-2 sub-space spanned by |1) and |2). Or it may be divided
into 3 rank-1 sub-spaces.

Each term in the sum in Eq. (1.14) may now be thought of as a projection onto a
rank-1 sub-space. In fact, we define rank-1 projectors, as operators of the form

P; = [i)il. (1.15)

They are called projection operators because if we apply them onto a general state of
the form (1.1), they will only take the part of |y) that lives in the sub-space |i):

Pilyr) = yili).

They also satisfy
P2=P, PiP;=0 ifi#j (1.16)

which are somewhat intuitive: if you project twice, you gain nothing new and if you
project first on one sub-space and then on another, you get nothing since they are
orthogonal.

We can construct projection operators of higher rank simply by combining rank-1
projectors. For instance, the operator Py + P4, projects onto a sub-space spanned by the
vectors |0) and |[42). An operator which is a sum of r rank-1 projectors is called a rank-r
projector. The completeness relation (1.14) may now also be interpreted as saying that
if you project onto the full Hilbert space, it is the same as not doing anything.

1.4 Operators

The outer product is our first example of a linear operator. That is, an operator that
acts linearly on vectors to produce other vectors:

A wil) = > i

Such a linear operator is completely specified by knowing its action on all elements of
a basis set. The reason is that, when A acts on an element | j) of the basis, the result will
also be a vector and must therefore be a linear combination of the basis entries:

Alpy =" A liy (1.17)

The entries A; ; are called the matrix elements of the operator A in the basis |i). The
quickest way to determine them is by taking the inner product of Eq. (1.17) with (J,
which gives

A;j = GlAL). (1.18)

We can also use the completeness (1.14) twice to write

A= 141 = Y DAL= D Al (1.19)
ij Lj



We therefore see that the matrix element A, ; is the coefficient multiplying the outer
product |i){j|. Knowing the matrix form of each outer product then allows us to write

A as a matrix. For instance,
Ao Aoy
A= ’ ’ 1.20
(Al,o Al (120)

Once this link is made, the transition from abstract linear operators to matrices is simply
a matter of convenience. For instance, when we have to multiply two linear operators
A and B we simply need to multiply their corresponding matrices.

Of course, as you well know, with matrix multiplication you have to be careful with
the ordering. That is to say, in general, AB # BA. This can be put in more elegant terms
by defining the commutator

[A,B] = AB — BA. (1.21)

When [A, B] # 0 we then say the two operators do not commute. Commutators appear
all the time. The commutation relations of a given set of operators is called the algebra
of that set. And the algebra defines all properties of an operator. So in order to specify
a physical theory, essentially all we need is the underlying algebra. We will see how
that appears when we work out specific examples.

Commutators appear so often that it is useful to memorize the following formula:

[AB,C] = A[B,C] +[A,C]B (1.22)

This formula is really easy to remember: first A goes out to the left then B goes out to
the right. A similar formula holds for [A, BC]. Then B exists to the left and C exists to
the right.

1.5 [Eigenvalues and eigenvectors

When an operator acts on a vector, it produces another vector. But if you get lucky
the operator may act on a vector and produce the same vector, up to a constant. When
that happens, we say this vector is an eigenvector and the constant in front is the eigen-
value. In symbols,

AlAd = AA). (1.23)

The eigenvalues are the numbers A and |1) is the eigenvector associated with the eigen-
value A.

Determining the structure of the eigenvalues and eigenvectors for an arbitrary op-
erator may be a difficult task. One class of operators that is super well behaved are the
Hermitian operators. Given an operator A, we define its adjoint as the operator A"
whose matrix elements are

(A" = A3, (1.24)

That is, we transpose and then take the complex conjugate. An operator is then said to
be Hermitian when AT = A. Projection operators, for instance, are Hermitian.

The eigenvalues and eigenvectors of Hermitian operators are all well behaved and
predictable:



1. Every Hermitian operator of dimension d always has d (not necessarily distinct)
real eigenvalues.

2. The corresponding d eigenvectors can always be chosen to form an orthonormal
basis.

An example of a Hermitian operator is the rank-1 projector P; = |i){il. It has one
eigenvalue 4 = 1 and all other eigenvalues zero. The eigenvector corresponding to
A = 11is precisely |i) and the other eigenvectors are arbitrary combinations of the other
basis vectors.

I will not prove the above properties, since they can be found in any linear algebra
textbook or on Wikipedia. The proof that the eigenvalues are real, however, is cute and
simple, so we can do it. Multiply Eq. (1.23) by (4|, which gives

(A2 = A (1.25)
Because of the relation (1.24), it now follows for any state that,
(WIAI) = (PIATIY)". (1.26)
Taking the complex conjugate of Eq. (1.25) then gives
(AAT|) = 2.

If AT = A then we immediately see that 1* = A, so the eigenvalues are real.
Since the eigenvectors |1) form a basis, we can decompose an operator A asin (1.19),
but using the basis 4. We then get

A= Z A (1.27)
P

Thus, an operator A is diagonal when written in its own basis. That is why the proce-
dure for finding eigenvalues and eigenvectors is called diagonalization.

1.6 Unitary matrices

A matrix U is called unitary when it satisfies:
uut=U'U =1, (1.28)

Unitary matrices play a pivotal role in quantum mechanics. One of the main reasons
for this is that they preserve the normalization of vectors. That is, if [') = Uly) then
W'’y = (Yly). Unitaries are the complex version of rotation matrices: when you
rotate a vector, you don’t change its magnitude, just the direction. The idea is exactly
the same, except it is in C¢ instead of R3.

Unitary matrices also appear naturally in the diagonalization of Hermitian operators
that we just discussed [Eq. (1.23)]. Given the set of d eigenvectors |4;), define the
matrix

U= Z L)l (1.29)

10



One can readily verify that since both |i) and |4;) form basis sets, this matrix will be
unitary. The entries of U in the basis [i), U;; = (i|U|j), are such that the eigenvectors
|[1;) are arranged one in each column:

U= ) .. [a-1) (1.30)

This is one of those things that you simply need to stop and check for yourself. Please
take a second to do that.
Next w apply this matrix U to the operator A:

UTAU = 3" UK = D i)l
ij i

Thus, we see that UTAU produces a diagonal matrix with the eigenvalues A;. This is
why finding the eigenstuff is called diagonalization. If we define

A= Z AliXil = diag(Ao, A1, ..., da_1) (1.31)

Then, the diagonal form of A can be written as

A=UAU". (1.32)

Any Hermitian matrix may thus be diagonalized by a Unitary transformation.

1.7 Projective measurements and expectation values

As you know, in quantum mechanics measuring a system causes the wave-function
to collapse. The simplest way of modeling this (which we will later generalize) is
called a projective measurement. Let [i/) be the state of the system at any given time.
The postulate then goes as follows: If we measure in a certain basis {|i)}, we will find
the system in a given element |i) with probability

pi = Kl (1.33)

Moreover, if the system was found in state |i), then due to the action of the measurement
the state after the measurement collapses to the state |/). That is, the measurement
transforms the state as |y) — [i). I will not try to explain the physics behind this
process right now. We will do that later one, in quite some detail. For now, just please
accept that this crazy measurement thingy is actually possible.

11



The quantity (il is the probability amplitude to find the system in |i). The modulus
squared of the probability amplitude is the actual probability. The probabilities (1.33)
are clearly non-negative. Moreover, they will sum to 1 when the state |i) is properly
normalized:

2P LWl = ) = 1.

This is why we introduced Eq. (1.6) back then.

Now let A be a Hermitian operator with eigenstuff |4;) and A;. If we measure in
the basis |4;) then we can say that, with probability p; the operator A was found in the
eigenvalue A;. This is the idea of measuring an observable: we say an observable (Her-
mitian operator) can take on a set of values given by its eigenvalues 4;, each occurring
with probability p; = [{A:l))?. Since any basis set {|i)} can always be associated with
some observable, measuring in a basis or measuring an observable is actually the same
thing.

Following this idea, we can also define the expectation value of the operator A.
But to do that, we must define it as an ensemble average. That is, we prepare many
identical copies of our system and then measure each copy, discarding it afterwards. If
we measure the same system sequentially, we will just obtain the same result over and
over again, since in a measurement we collapsed the state.! From the data we collect,
we construct the probabilities p;. The expectation value of A will then be

A):= > ip; (1.34)

I will leave for you to show that using Eq. (1.33) we may also write this as

(A) == (YlAl) (1.35)

The expectation value of the operator is therefore the sandwich (yummmm) of A on

).

The word “projective” in projective measurement also becomes clearer if we define
the projection operators P; = |i)i|. Then the probabilities (1.33) become

Di = YIP). (1.36)

The probabilities are therefore nothing but the expectation value of the projection op-
erators on the state |i/).

'To be more precise, after we collapse, the state will start to evolve in time. If the second measurement
occurs right after the first, nothing will happen. But if it takes some time, we may get something non-trivial.
We can also keep on measuring a system on purpose, to always push it to a given a state. That is called the
Zeno effect.

12



1.8 Pauli matrices

As far as qubits are concerned, the most important matrices are the Pauli matrices.
They are defined as

sz((l) (1)) O'yz(? Bi), a'zz((l) _O]). (1.37)

The Pauli matrices are both Hermitian, o’j = 0 and unitary, o-f = 1. The operator o,
is diagonal in the |0}, |1) basis:

o0y = |0), o |1y = —[1). (1.38)
The operators o and o, on the other hand, flip the qubit. For instance,
0:l0) = |1), o.l1) = 0). (1.39)

The action of o is similar, but gives a factor of +i depending on the flip.
Another set of operators that are commonly used are the lowering and raising
operators:

0 1 0 0
oy =0)1] = (0 O) and o =]1X0| = (1 O) (1.40)
They are related to o, according to
Oy=04+0_ and oy =—i(cy —0.) (1.41)
or i
oy xioy
Oy = T (1.42)

The action of these operators on the states |0) and |1) can be a bit counter-intuitive:
a1y =10), and o_|0) = |1) (1.43)

In the way we defined the Pauli matrices, the indices x, y and z may seem rather
arbitrary. They acquire a stronger physical meaning in terms of Bloch’s sphere. The
states |0) and |1) are eigenstates of o, and they lie along the z axis of the Bloch sphere.
Similarly, the states |+) in Eq. (1.11) can be verified to be eigenstates of o, and they
lie on the x axis. One can generalize this and define the Pauli matrix in an arbitrary
direction of Bloch’s sphere by first defining a unit vector

n = (sin 6 cos ¢, sin & sin ¢, cos 6) (1.44)

13



where 6 € [0,7) and ¢ € [0, 2n]. The spin operator at an arbitrary direction n is then
defined as
Op =0 M =00, + 0y, + 0N, (1.45)

Please take a second to check that we can recover o, just by taking appropriate
choices of 6 and ¢. In terms of the parametrization (1.44) this spin operator becomes

[ n ny—iny _( cosf e ?sing
In = (nx +iny,  -ng ) - (e"/’ sinf  —cos6 (1.46)

I will leave for you the exercise of computing the eigenvalues and eigenvectors
of this operator. The eigenvalues are +1, which is quite reasonable from a physical
perspective since the eigenvalues are a property of the operator and thus should not
depend on our choice of orientation in space. In other words, the spin components in
any direction in space are always +1. As for the eigenvectors, they are

e cos § —e7 % sin §
n,) = ( ] n_) = ( ) (1.47)

€% sin § /% cos &

If we stare at this for a second, then the connection with Bloch’s sphere in Fig. 1.1 starts
to appear: the state |n..) is exactly the same as the Bloch sphere parametrization (1.10),
except for a global phase e~*#/2. Moreover, the state |n_) is simply the state opposite
to [ny).

Another connection to Bloch’s sphere is obtained by computing the expectation
values of the spin operators in the state [, ). They read

(o) = sinfcos @, (oy) = sinBsin ¢, (o;) = cos O (1.48)

Thus, the average of o is simply the i-th component of n: it makes sense! We have
now gone full circle: we started with C?> and made a parametrization in terms of a unit
sphere in R®. Now we defined a point m in R3, as in Eq. (1.44), and showed how to
write the corresponding state in C2, Eq. (1.47).

To finish, let us also write the diagonalization of o, in the form of Eq. (1.32). To
do that, we construct a matrix whose columns are the eigenvectors |n,) and |n_). This
matrix is then

e cosd  —e % sin g
G=| . . (1.49)
e??sing e cos &
2 2
The diagonal matrix A in Eq. (1.32) is the matrix containing the eigenvalues +1. Hence
it is precisely o-,. Thus, we conclude that

on = Go.G' (1.50)

We therefore see that G is the unitary matrix that “rotates” a spin operator from an
arbitrary direction towards the z direction.

The Pauli matrices can also be used as a mathematical trick to simplify some cal-
culations with general 2 X 2 matrices. Finding eigenvalues is easy. But surprisingly,
the eigenvectors can become quite ugly. I way to circumvent this is to express them in

14



terms of Pauli matrices o, oy, 0, and 0o = 1 (the identity matrix). We can write this
in an organized way as
A=ay+a-o, (1.51)

for a certain set of four numbers ay, a,, a, and a,. Next define a = |a| = ja? + a§ +a?
and n = a/a. Then A can be written as

A=ap+an-o) (1.52)
The following silly properties of eigenthings are now worth remembering:
1. If A|A) = A|A) and B = @A then the eigenvalues of B will be A5 = al.
2. If A|A) = A|4) and B = A + c then the eigenvalues of B will be 15 = 4 + c.

Moreover, in both cases, the eigenvectors of B are the same as those of A. Looking at
Eq. (1.52), we then see that
eigs(A) =apta (1.53)

As for the eigenvectors, they will be given precisely by Eq. (1.47), where the angles 6
and ¢ are defined in terms of the unit vector n = a/a. Thus, we finally conclude that
any 2 X 2 matrix may be diagonalized as

A = G(ag + ao,)G' (1.54)

This gives an elegant way of writing the eigenvectors of 2 X 2 matrices.

1.9 Functions of operators

Let f(x) be an arbitrary function, such as e* or 1/(1 — x), etc. We consider here
functions that have a Taylor series expansion f(x) = Y, c,x", for some coefficients c,,.
We define the application of this function to an operator, f(A), by means of the Taylor
series. That is, we define

o)

fla) =) A" (1.55)

n=0

Functions of operators are super easy to compute when an operator is diagonal. Con-
sider, for instance, a Hermitian operator A decomposed as A = }; 4;]4;){4;|. Since
</l,|/lj> = 6,',j it follows that

A= 1AL
i
Thus, we see that the eigenvalues of A” are /11.2, whereas the eigenvectors are the same

as those of A. Of course, this is also true for A3 or any other power. Inserting this in
Eq. (1.55) we then get

(e

fA =Y e Y A = 3 [ 3 eatt i

n=0 i i n
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The quantity inside the square brackets is nothing but f(4;). Thus we conclude that

F@A) =" fala (1.56)

This result is super useful: if an operator is diagonal, simply apply the function to the
diagonal elements, like one would do for numbers. For example, the exponential of the
Pauli matrix o, in Eq. (1.37) simply reads

. -io2 g
—ipo; /2 _ e
e = ( 0 €i¢/2) . (157)

When the matrix is not diagonal, a bit more effort is required, as we now discuss.

The infiltration property of unitaries

Next suppose we have two operators, A and B, which are connected by means of
an arbitrary unitary transformation, A = UBU". It then follows that

A’ = (UBUYUBUY) = UB(U'U)BU' = UB*U".

The unitaries in the middle cancel and we get the same structure as A = UBU, but
for A2 and B2. Similarly, if we continue like this we will get A3 = UB’U" or, more
generally, A" = UB"U". Plugging this in Eq. (1.55) then yields

(o] 00

f(A) = Z cUB'U' = U[ Z an"]UT.

n=0 n=0

Thus, we reach the remarkable conclusion that

f(A) = fWUBU") = Uf(BU". (1.58)

I call this the infiltration property of the unitary. Unitaries are sneaky! They can
enter inside functions, as long as you have U on one side and U ¥ in the other. This is
the magic of unitaries. Right here, in front of your eyes. This is why unitaries are so
remarkable.

From this result we also get a simple recipe on how to compute the matrix exponen-
tials of general, non-diagonal matrices. Simply write A in diagonal formas A = UAU",
where A is the diagonal matrix. Then, computing f(A) is easy because all we need is
to apply the function to the diagonal entries. After we do that, we simply multiple by
U(UT to get back the full matrix. As an example, consider a general 2 X 2 matrix with
the eigenstructure given by Eq. (1.54). One then finds that

; eié’(ao+a) 0
e oA — G( 0 eiH(UO_a) GT (1 59)
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Of course, if we carry out the full multiplications, this will turn out to be a bit ugly, but
still, it is a closed formula for the exponential of an arbitrary 2 X 2 matrix. We can also
write down the same formula for the inverse:

1 0
A‘lzG(“Ua“ l)GT. (1.60)

ap—a

After all, inverse is also a function of a matrix.

More about exponentials

The most important function by far the exponential of an operator, defined by the

Taylor series
A% A3
A = —_— —_—
e _1+A+2!+3!+..., (1.61)

Using our two basic formulas (1.56) and (??) we then get

et = Z AN = UrUT (1.62)

To practice, let us compute the exponential of some other Pauli operators. The eigen-
vectors of oy, for instance, are the |+) states in Eq. (1.11). Thus

cosa isina

eimrx :eia_'_ + +e—ia_ — ="
| >< | | >< | 1Sina@ Ccos«a

)z cosa + o, sina (1.63)
It is also interesting to compute this in another way. Recall that 0 = 1. In fact, this is
true for any Pauli matrix o,,. We can use this to compute ¢/®”~ via the definition of the
exponential in Eq. (1.61). Collecting the terms proportional to o, and 02, = 1 we get:

2 4 3
o, _ _ CL’_ al_ > a_
e —[1 2+4!+...]+0'n[10/ 13!+....
Thus, we readily see that
€' = cosa + ioy, sina, (1.64)

where I remind you that the first term in Eq. (1.64) is actually cos @ multiplying the
identity matrix. If we now replace o, by o, we recover Eq. (1.63). It is interesting
to point out that nowhere did we use the fact that the matrix was 2 x 2. If you are ever
given a matrix, of arbitrary dimension, but such that A? = 1, then the same result will
also apply.

In the theory of angular momentum, we learn that the operator which affects a
rotation around a given axis, defined by a vector n, is given by e~ =/2, We can use
this to construct the state |n,) in Eq. (1.47). If we start in the north pole, we can get
to a general point in the R? unit sphere by two rotations. First you rotate around the y
axis by an angle 6 and then around the z axis by an angle ¢ (take a second to imagine
how this works in your head). Thus, one would expect that

In.) = e i0:/2=100:12|0y, (1.65)
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I will leave for you to check that this is indeed Eq. (1.47). Specially in the context of
more general spin operators, these states are also called spin coherent states, since
they are the closest analog to a point in the sphere. The matrix G in Eq. (1.49) can also
be shown to be

G = ¢ 72N (1.66)

The exponential of an operator is defined by means of the Taylor series (1.61).
However, that does not mean that it behaves just like the exponential of numbers. In
fact, the exponential of an operator does not satisfy the exponential property:

PANETIPLPLY (1.67)

In a sense this is obvious: the left-hand side is symmetric with respect to exchanging A
and B, whereas the right-hand side is not since e does not necessarily commute with
e®. Another way to see this is by means of the interpretation of ¢/®n as a rotation:
rotations between different axes do not in general commute.

Exponentials of operators is a serious business. There is a vast mathematical liter-
ature on dealing with them. In particular, there are a series of popular formulas which
go by the generic name of Baker-Campbell-Hausdorff (BCH) formulas. For instance,
there is a BCH formula for dealing with e4*Z, which in Wikipedia is also called Zassen-
haus formula. It reads

oA+ _ etAetBe—%[A,B]e%(Z[B,[A,B]H[A,[A,B]]) L (1.68)
where ¢ is just a parameter to help keep track of the order of the terms. From the fourth
order onwards, things just become mayhem. There is really no mystery behind this
formula: it simply summarizes the ordering of non-commuting objects. You can derive
it by expanding both sides in a Taylor series and grouping terms of the same order in
t. It is a really annoying job, so everyone just trusts Zassenhaus. Notwithstanding, we
can extract some physics out of this. In particular, suppose ¢ is a tiny parameter. Then
Eq. (1.68) can be seen as a series expansion in #: the error you make in writing ¢/4+5
as e'e'® will be a term proportional to 72, A particularly important case of Eq. (1.68) is
when [A, B] commutes with both A and B. That generally means [A, B] = ¢, a number.
But it can also be that [A, B] is just some fancy matrix which happens to commute with
both A and B. We see in Eq. (1.68) that in this case all higher order terms commute and
the series truncates. That is

2
AT = oA giB = TIAB] when [A, [A, B]] = 0 and [B,[A,B]] = 0 (1.69)
There is also another BCH formula that is very useful. It deals with the sandwich
of an operator between two exponentials, and reads
2 3

e“Be™™ = B+1[A, B] + %[A, [4, B]] + %[A, [A,[A, B]]] + ... (1.70)

Again, you can derive this formula by simply expanding the left-hand side and collect-
ing terms of the same order in ¢. I suggest you give it a try in this case, at least up to
order 2. That will help give you a feeling of how messy things can get when dealing
with non-commuting objects.
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1.10 The Trace

The trace of an operator is defined as the sum of its diagonal entries:

tr(A) = Z(ilAh‘). (1.71)

It turns out that the trace is the same no matter which basis you use. You can see that
using completeness: for instance, if |a) is some other basis then

DAy = D D (laxalAly = ) ) alAlixila) = ) (alAla).

Thus, we conclude that

tr(A) = Z(ilAli) = Z(alAIa). (1.72)

1 a

The trace is a property of the operator, not of the basis you choose. Since it does not
matter which basis you use, let us choose the basis |4;) which diagonalizes the operator
A. Then (4;]A|1;) = A; will be an eigenvalue of A. Thus, we also see that

tr(A) = Z A; = sum of all eigenvalues of A | (1.73)

Perhaps the most useful property of the trace is that it is cyclic:
tr(AB) = tr(BA). (1.74)

I will leave it for you to demonstrate this. Simply insert a convenient completeness
relation in the middle of AB. Using the cyclic property (1.74) you can also move
around an arbitrary number of operators, but only in cyclic permutations. For instance:

tr(ABC) = tr(CAB) = tr(BCA). (1.75)

Note how I am moving them around in a specific order: tr(ABC) # tr(BAC). An
example that appears often is a trace of the form tr(UAU ), where U is unitary operator.
In this case, it follows from the cyclic property that

tr(UAU™) = tr(AU' U) = tr(A)

Thus, the trace of an operator is invariant by unitary transformations. This is also in
line with the fact that the trace is the sum of the eigenvalues and unitaries preserve
eigenvalues.
Finally, let |y) and |¢) be arbitrary kets and let us compute the trace of the outer
product | )(gl:
w(uXgh = D i@l = ) (@liXilv)

i
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The sum over |i) becomes a 1 due to completeness and we conclude that

tr(ly @) = ().

(1.76)

Notice how this follows the same logic as Eq. (1.74), so you can pretend you just used
the cyclic property. This formula turns out to be extremely useful, so it is definitely

worth remembering.

20



Chapter 2

Density matrix theory

2.1 The density matrix

A ket ) is actually not the most general way of defining a quantum state. To
motivate this, consider the state |n,) in Eq. (1.47) and the corresponding expectation
values computed in Eq. (1.48). This state is always poiting somewhere: it points at the
direction n of the Bloch sphere. It is impossible, for instance, to find a quantum ket
which is isotropic. That is, where (o,) = (o,) = (o) = 0. That sounds strange. The
solution to this conundrum lies in the fact that we need to also introduce some classical
uncertainty to the problem. Kets are only able to encompass quantum uncertainty.

The most general representation of a quantum system is written in terms of an
operator p called the density operator, or density matrix. It is built in such a way
that it naturally encompasses both quantum and classical probabilities. But that is
not all. We will also learn next chapter that density matrices are intimately related to
entanglement. So even if we have no classical uncertainties, we will also eventually
find the need for dealing with density matrices. For this reason, the density matrix is
the most important concept in quantum theory. I am not exaggerating. You started this
chapter as a kid. You will finish it as an adult. :)

To motivate the idea, imagine we have a machine which prepares quantum systems
in certain states. For instance, this could be an oven producing spin 1/2 particles, or a
quantum optics setup producing photons. But suppose that this apparatus is imperfect,
so it does not always produces the same state. That is, suppose that it produces a state
[r1) with a certian probability p; or a state ;) with a certain probability p, and so
on. Notice how we are introducing here a classical uncertainty. The ;) are quantum
states, but we simply don’t know which states we will get out of the machine. We
can have as many p’s as we want. All we need to assume is that satisfy the properties
expected from a probability:

piel0,1,  and Zp,-zl 2.1)

Now let A be an observable. If the state is |/), then the expectation value of A
will be (¥ 1|Alyq). But if it is |¥) then it will be (¥|Aly,). To compute the actual
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expectation value of A we must therefore perform an average of quantum averages:

A= piwilAlys) 2.2)

We simply weight the possible expectation values (i;|A[if;) by the relative probabilities
pi that each one occurs.

What is important to realize is that this type of average cannot be writen as ($|A|¢p)
for some ket |¢). If we want to attribute a “state” to our system, then we must generalize
the idea of ket. To do that, we use Eq. (1.76) to write

Wil = te [ Al

Then Eq. (2.2) may be written as
W=y ptr AW = w{a > pilviwil}

This motivates us to define the density matrix as

p = pilvwi 23)

Then we may finally write Eq. (2.2) as

(A) = tr(Ap) (2.4)

which, by the way, is the same as tr(pA) since the trace is cyclic [Eq. (1.74)].

With this idea, we may now recast all of quantum mechanics in terms of density
matrices, instead of kets. If it happens that a density matrix can be written as p = [ ){(¥],
we say we have a pure state. And in this case it is not necessary to use p at all. One
may simply continue to use |/). For instance, Eq. (2.4) reduces to the usual result:
tr(Ap) = (YlA|¥). A state which is not pure is usually called a mixed state. In this case
kets won’t do us no good and we must use p.

Examples

Let’ s play with some examples. To start, suppose a machine tries to produce qubits
in the state |0). But it is not very good so it only produces |0) with probability p. And,
with probability 1 — p it produces the state |1). The density matrix would then be.

0
p = plOXO0]+ (1 = p)lIXI| = (’5 . _p)~
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Or it could be such that it produces either |0) or [+) = (|0) + [1))/ V2. Then,

11 1-
p = PIOYOL + (1= )+ = 5(1 - 1_§)~

Maybe if our device is not completely terrible, it will produce most of the time |0) and
every once in a while, a state [y) = cos §|O) + sin gll), where 6 is some small angle.
The density matrix for this system will then be

p+( —p)coszg (1 —p)singcosg)
2

0
(1 — p)sin 3 cos

p = plOXO0[+ (1 = p)ly){yl = (

Of course, the machine can very well produce more than 2 states. But you get the idea.

Next let’s talk about something really cool (and actually quite deep), called the
ambiguity of mixtures. The idea is quite simple: if you mix stuff, you generally loose
information, so you don’t always know where you started at. To see what I mean,
consider a state which is a 50-50 mixture of |0) and |1). The corresponding density
matrix will then be

1 1 {1 0
p=§|0><0|+5|1><1|=§(0 1).

Alternatively, consider a 50-50 mixture of the states |+) in Eq. (1.11). In this case we
get

1 1 _1{1 0
p= X+ S =5 (0 1)-

We see that both are identical. Hence, we have no way fo tell if we began with a 50-50
mixture of |0) and |1) or of [+) and |-). By mixing stuff, we have lost information.

2.2 Properties of the density matrix

The density matrix satisfies a bunch of very special properties. We can figure them
out using only the definition (2.3) and recalling that p; € [0, 1] and }; p; = 1 [Eq. (2.1)].
First, the density matrix is a Hermitian operator:

P’ =p. 2.5)

Second,

() = Y pitryXwil) = D pilwilyiy = > pi = 1. (2.6)

This is the normalization condition of the density matrix. Another way to see this is
from Eq. (2.4) by choosing A = 1. Then, since (1) = 1 we again get tr(p) = 1.

We also see from Eq. (2.8) that (¢|p|¢) is a sum of quantum probabilities (@l
averaged by classical probabilities p;. This entails the following interpretation: for an
arbitrary state |¢),

(¢lplg) = Prob. of finding the system at state |¢) given that it’s state is p 2.7

23



Besides normalization, the other big property of a density matrix is that it is positive
semi-definite, which we write symbolically as p > 0. What this means is that ifs
sandwich in any quantum state is always non-negative. In symbols, if |¢) is an arbitrary
quantum state then

@lolg) = ) Pkl = 0. 2.8)

Of course, this makes sense in view of the probabilistic interpretation of Eq. (2.7).
Please note that this does not mean that all entries of p are non-negative. Some of
them may be negative. It does mean, however, that the diagonal entries are always
non-negative, no matter which basis you use.

Another equivalent definition of a positive semi-definite operator is one whose
eigenvalues are always non-negative. In Eq. (2.3) it already looks as if p is in di-
agonal form. However, we need to be a bit careful because the |if;) are arbitrary states
and do not necessarily form a basis (which can be seen explicitly in the examples given
above). Thus, in general, the diagonal structure of p will be different. Notwithstanding,
p is Hermitian and may therefore be diagonalized by some orthonormal basis |1;) as

p =D A 2.9)
k

for certain eigenvalues 4;. Since Eq. (2.8) must be true for any state |¢) we may choose,
in particular, |¢) = |A;), which gives

Ak = {Alplk) = 0.

Thus, we see that the statement of positive semi-definiteness is equivalent to saying
that the eigenvalues are non-negative. In addition to this, we also have that tr(p) = 1,
which implies that ) ; 4, = 1. Thus we conclude that the eigenvalues of p behave like
probabilities:

A €0, 1], Z/lk - 1. (2.10)
k

But they are not the same probabilities p;. They just behave like a set of probabilities,
that is all.

For future reference, let me summarize what we learned in a big box: the basic
properties of a density matrix are

Defining properties of a density matrix: trp) =1 and p=0. (2.11)

Any normalized positive semi-definite matrix is a valid candidate for a density matrix.

I emphasize again that the notation p > 0 in Eq. (2.11) means the matrix is positive
semi-definite, not that the entries are positive. For future reference, let me list here
some properties of positive semi-definite matrices:

o (Plolg) > O for any state |p);
o The eigenvalues of p are always non-negative.
e The diagonal entries are always non-negative.

e The off-diagonal entries in any basis satisfy |o;;| < +/0iup;;-
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2.3 Purity

Next let us look at p?. The eigenvalues of this matrix are A7 so

tr(p?) = Z 2<1 (2.12)
k

The only case when tr(p*) = 1 is when p is a pure state. In that case it can be written
as p = [y )¢| so it will have one eigenvalue p; = 1 and all other eigenvalues equal to
zero. Hence, the quantity tr(p?) represents the purity of the quantum state. When it is
1 the state is pure. Otherwise, it will be smaller than 1:

Purity = P := tr(p®) < 1 (2.13)

As a side note, when the dimension of the Hilbert space d is finite, it also follows
that tr(p?) will have a lower bound:

% <)) < 1 2.14)

This lower bound occurs when p is the maximally disordered state

y (2.15)

e

where [, is the identity matrix of dimension d.

2.4 Bloch’s sphere and coherence

The density matrix for a qubit will be 2 X 2 and may therefore be parametrized as

p:[p 1 ], (2.16)
g 1-p

where p € [0,1] and T used 1 — p in the last entry due to the normalization tr(o®) = 1.
If the state is pure then it can be written as /) = al0) + b|1), in which case the density
matrix becomes

2 %
lal*ab ) 2.17)

p= W/)('//' = (a*b |b|2

This is the density matrix of a system which is in a superposition of |0) and |1). Con-
versely, we could construct a state which can be in |0) or |1) with different probabilities.
According to the very definition of the density matrix in Eq. (2.3), this state would be

p = plOXO0[+ (1 = p)l1)1| = (g 1 919). (2.18)

25



This is a classical state, obtained from classical probability theory. The examples in
Egs. (2.17) and (2.18) reflect well the difference between quantum superpositions and
classical probability distributions.

Another convenient way to write the state (2.16) is as

1 1(1+s; sc—isy
p==1+s-0)== . (2.19)
2 2 se+isy, 11—,

where s = (sy, sy, 5;) is a vector. The physical interpretation of s becomes evident from
the following relation:
si = {0;) = tr(op). (2.20)

The relation between these parameters and the parametrization in Eq. (2.16) is
(o) =q+4",
(oy) =ilg=q")
(o) =2p—1.

Next we look at the purity of a qubit density matrix. From Eq. (2.19) one readily
finds that

1
tr(p?) = 5(1 + s%). (2.21)

Thus, due to Eq. (2.12), it also follows that
s* = s)% + si + sg <1 (2.22)

When s> = 1 we are in a pure state. In this case the vector s lies on the surface of
the Bloch sphere. For mixed states s> < 1 and the vector is inside the Bloch sphere.
Thus, we see that the purity can be directly associated with the radius in the sphere.
This is pretty cool! The smaller the radius, the more mixed is the state. In particular,
the maximally disordered state occurs when s = 0 and reads

11 0
p=3 (O l)' (2.23)
In this case the state lies in the center of the sphere. A graphical representation of pure
and mixed states in the Bloch sphere is shown in Fig. 2.1.

2.5 Schrodinger and von Neumann

We will now talk about how states evolve in time. Kets evolve according to Schrédinger’s
equation. When Schrodinger’s equation is written for density matrices, it then goes by
the name of von Neumann’s equation. However, as we will learn, von Neumann’s
equation is not the most general kind of quantum evolution, which is what we will call
a Quantum Channel or Quantum Operation. The theory of quantum operations is
awesome. Here I just want to give you a quick look at it, but we will get back to this
many times again.
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Figure 2.1: Examples of pure and mixed states in the z axis. Left: a pure state. Center: an
arbitrary mixed state. Right: the maximally mixed state (2.23).

Schrodinger’s equation

We start with Schodinger’s equation. Interestingly, the structure of Schodinger’s
equation can be obtained by only postulating that the transformation caused by the
time evolution should be a linear operation, in the sense that it corresponds to the
action of a linear operator on the original state. That is, we can write the time evolution
from time ¢ to time ¢ as

[y (1)) = U1, 1)l (10)), (2.24)

where U(t, ty) is the operator which affects the transformation between states. This as-
sumption of linearity is one of the most fundamental properties of quantum mechanics
and, in the end, is really based on experimental observations.

In addition to linearity, we continue to assume the probabilistic interpretation of
kets, which mean they must remain normalized. That is, they must satisfy (Y ()| (¢)) =
1 at all times. Looking at Eq. (2.24), we see that this will only be true when the matrix
U(t, ty) is unitary. Hence, we conclude that the time evolution must be described by
a unitary matrix. This is very important and, as already mentioned, is ultimately the
main reason why unitaries live on a pedestal.

Eq. (2.24) doesn’t really look like the Schrédinger equation you know. We can get
to that by assuming we do a tiny evolution, from ¢ to ¢ + At. The operator U must
of course satisfy U(z,t) = 1 since this means we haven’t evolved at all. Thus we can
expand it in a Taylor series in A¢, which to first order can be written as

U@+ At t) ~ 1 —iAtH(1) (2.25)

where H(f) is some operator which, as you of course know, is called the Hamiltonian
of your system. The reason why I put an 7 in front is to make H Hermitian. I also didn’t
introduce Planck’s constant 7. In this course 7z = 1. This simply means that time and
energy have the same units:

In this course we always set 72 = 1

Inserting Eq. (2.25) in Eq. (2.24), dividing by At and then taking the limit At — 0 we
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get

Ol (1)) = —iH (Ol (D)) (2.26)

which is Schrodinger’s equation in it’s more familiar form.

What we have learned so far is that, once we postulate normalization and linearity,
the evolution of a physical system must be given by an equation of the form (2.26),
where H(t) is some operator. Thus, the structure of Schrédinger’s equation is really a
consequence of these two postulates. Of course, the really hard question is what is the
operator H(f). The answer is usually a mixture of physical principles and experimental
observations.

If we plug Eq. (2.24) into Eq. (2.26) we get

U1, 10)l(t0)) = —iHDO)U(1, o)l (t0)).

Notice that this is an equation for #: the parameter f, doesn’t do anything. Since the
equation must hold for any initial state |/(y)), we can instead write down an equation
for the unitary operator U(t, ty) itself. Namely,

o,U(t, ty) = —iHOU(t, ty), U(ty, tp) = 1. 2.27)

The initial condition here simply means that U must act trivially when ¢ = %y, since
then there is no evolution to occur in the first place. Eq. (2.27) is also Schrodinger’s
equation, but written at the level of the time evolution operator itself. In fact, by lin-
earity of matrix multiplications and the fact that U(#, ty) = 1, each column of U(t, y)
can be viewed as the solution of Eq. (2.26) for an initial ket |) = |i). So Eq. (2.27) is
essentially the same as solving Eq. (2.26) d times.
If the Hamiltonian is time-independent, then the solution of Eq. (2.27) is given by
the time-evolution operator '
Ult, tg) = e 70H, (2.28)
For time-dependent Hamiltonians one may also write a similar equation, but it will in-
volve the notion of time-ordering operator. Defining the eigenstuff of the Hamiltonian
as
H =" E,Jn)n, (2.29)
n
and using the tricks of Sec. 1.9, we may also write the evolution operator as
Ut to) = Z e E=D\nl. (2.30)
Decomposing an arbitrary initial state as |yg) = >, ¥|n) then yields
W) = > ey, In) @31)

Each component in the eigenbasis of the Hamiltonian evolves according to a simple
exponential. Consequently, if the system starts in an eigenstate of the Hamiltonian, it
stays there forever. On the other hand, if the system starts in a state which is not an
eigenstate, it will simply continue to oscillate back and forth.
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The von Neumann equation

We now translate Eq. (2.24) from kets to density matrices. Let us consider again
the preparation idea that led us to Eq. (2.3). We have a machine that prepares states
[i(tp)) with probability p;, so that the initial density matrix of the system is

plto) = Y i) Wilto).

These states then start to evolve in time. Each |y;(#y)) will therefore transform to
[i(£))y = U(t, to)lyi(ty)). Consequently, the evolution of p(r) will be given by

p(0) = Y PiU )W t))Wilto)| U (1, 10).

But notice how we can factor out the unitaries U(t, #) since they are the same for each
Y. As a consequence, we find

p(t) = Ut to)p(to) U (t, 1o).

To evolve a state, simply sandwich it on the unitary.
Differentiating with respect to ¢ and using Eq. (2.27) also yields

d +
?f = —iH(U (1, 10)p(t0)U" (1, 10) + U1, 10)p(to) U (8, 10)iH (1) = —iH(0)p(2) + ip(t)H (D)

This gives us the differential form of the same equation. Let me summarize everything
into one big box:

d
?;; =—i[H®).pl.  pt) = Ut 10)p(0)U(1. 1), (2.32)

which is von Neumann’s equation.

An interesting consequence of Eq. (2.32) is that the purity (2.13) remains constant
during unitary evolutions. To see that, we only need to use the cyclic property of the
trace:

tr {p(t)z} = tr{UpOUTUpOUT} =tr {popoUTU} = tr{pg}.

Thus,

The purity is constant in unitary evolutions.

This makes some sense: unitaries are like rotations. And a rotation should not affect
the radius of the state (in the language of Bloch’s sphere). Notwithstanding, this fact
has some deep consequences, as we will soon learn.
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2.6 Quantum operations

Von Neumann’s equation is nothing but a consequence of Schrédinger’s equation.
And Schrodinger’s equation was entirely based on two principles: linearity and normal-
ization. Remember: we constructed it by asking, what is the kind of equation which
preserves normalization and is still linear. And voild, we had the unitary.

But we only asked for normalization of kets. The unitary is the kind of operator
that preserves (W()|¥(t)) = 1. However, we now have density matrices and we can
simply ask the question once again: what is the most general kind of operation which
preserves the normalization of density matrices. Remember, a physical density matrix
is any operator which is positive semidefinite and has trace tr(p) = 1. One may then
ask, are there other linear operations, besides the unitary, which map physical density
matrices to physical density matrices. The answer, of course, is yes! They are called
quantum operations or quantum channels. And they are beautiful. :)

We will discuss the formal theory of quantum operations later on, when we have
more tools at our disposal. Here I just want to illustrate one result due to Kraus.! A
quantum operation can always be implemented as

Ep) = Z MM, Z MMy = 1. (2.33)
k k

Here {M,} is an arbitrary set of operators, called Kraus operators, which only need to
satisfy this condition that they sum to the identity. The unitary evolution is a particular
case in which we have only one operator in the set {M;}. Then normalization implies
U'U = 1. Operations of this form are called Completely Positive Trace Preserving
(CPTP) maps. Any map of the form (2.33) with the {M;} satisfying 3, M}:Mk = 11is,
in principle, a CPTP map.

Amplitude damping

The most famous, and widely used, quantum operation is the amplitude damping
channel. It is defined by the following set of operators:

M = (0 ‘ﬁ), (2.34)

10
MO‘(O \/1—/1)’ 0 0

with A € [0, 1]. This is a valid set of Kraus operators since MSMO + MIM 1 = 1. Its
action on a general qubit density matrix of the form (2.16) is:

A+p(1-2)  gVi-2a
Ep) = .

(2.35)
gNI-1  (1-H-p)

Ic.f. K. Kraus, States, Effects and Operations: Fundamental Notions of Quantum Theory, Springer
Verlag 1983.
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If 1 = 0 nothing happens, &(p) = p. Conversely, if 1 = 1 then

Ep) ((1) 0), (2.36)

for any initial density matrix p. This is why this is called an amplitude damping: no
matter where you start, the map tries to push the system towards |0). It does so by
destroying coherences, ¢ — g V1 — A, and by affecting the populations, p — A1+ p(1 —
A). The larger the value of A, the stronger is the effect.

2.7 Generalized measurements

We are now in the position to introduce generalized measurements in quantum
mechanics. As with some of the other things discussed in this chapter, I will not try to
demonstrate where these generalized measurements come from right now (we will try
to do that later). Instead, I just want to give you a new postulate for measurements and
then explore how it looks like for some simple examples. The measurement postulate
can be formulated as follows.

Generalized measurement postulate: any quantum measurement is fully specified
by a set of Kraus operators {M;} satisfying

Z MM, = 1. (2.37)
k

The values of k label the possible outcomes of an experiment, which will occur ran-
domly with each repetition of the experiment. The probability of obtaining outcome k
is

pr = t(MgoM,). (2.38)

If the outcome of the measurement is &, then the state after the measurement will be

MM,
p— Pk (2.39)
Pk

which describes the measurement backaction on the system.

The case of projective measurements, studied in Sec. 1.7, simply corresponds to
taking M; = |k){k| to be projection operators onto some basis |k). Egs. (2.37)-(2.39)
then reduce to

ProP
Z lk)kl =1, pi = t(lk)(kp) = Cklplk), — p— k;k L= kK, (2.40)
k
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which are the usual projective measurement/full collapse scenario.
If the state happens to be pure, p = [){¥], then Egs. (2.38) and (2.39) also simplify

slightly to

Mly)

\Pr

The final state after the measurement continues to be a pure state. Remember that pure
states contain no classical uncertainty. Hence, this means that performing a measure-
ment does not introduce any uncertainty.

Suppose, however, that one performs the measurement but does not check the out-
come. There was a measurement backaction, we just don’t know exactly which back-
action happened. So the best guess we can make to the new state of the system is
just a statistical mixture of the possible outcomes in Eq. (2.39), each weighted with
probability p;. This gives

pe = WM M), ) — (2.41)

’ MkpM/I T
o= zk]pk P Zk]MkpM , (2.42)

which is nothing but the quantum operations introduced in Eq. (2.33). This gives a neat
interpretation of quantum operations: they are statistical mixtures of making measure-
ments but not knowing what the measurement outcomes were. This is, however, only
one of multiple interpretations of quantum operations. Eq. (2.33) is just mathematics:
how to write a CPTP map. Eq. (2.42), on the other hand, is physics.

Example: Amplitude damping

As an example, consider the amplitude damping Kraus operators in Eq. (2.34) and
suppose that initially the system was prepared in the state |[+). The probabilities of the
two outcomes are

2

po=1-5. (2.43)
2

p=3 (2.44)

So in the case of a trivial channel (1 = 0) we get p; = 0. Conversely, in the case 1 = 1
(full damping) we get po = p; = 1/2. The backaction on the state of the system given
that each outcome happened will be

Myl+) _ [0) + V1 = A|1)

2.45

[+) — o — (2.45)
Mi|+)

— —— —|0). 2.46

[+) N |0) (2.46)

The physics of outcome k = 0 seems a bit strange. But that of kK = 1 is quite clear: if
that outcome happened it means the state collapsed to |0).
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This kind of channel is used to model photon emission. If you imagine the qubit is
an atom and |0) is the ground state, then the outcome k = 1 means the atom emitted a
photon. If that happened, then no matter which state it was, it will collapse to |0). The
outcome k = 0 can then be interpreted as not emitting a photon. What is cool is that
this doesn’t mean nothing happened to the state. Even though it doesn’t emit a photon,
the state was still updated.

POVMs

Let us now go back to the probability of the outcomes, Eq. (2.38). Notice that as
far as the probabilities are concerned, we don’t really need to know the measurement
operators M. It suffices to know

Ey = M} M;, (2.47)

which then gives

pi = t(Exp). (2.48)

The set of operators {E}} are called a Positive Operator Value Measure (POVM).
By construction, the Ej are positive semidefinite operators. Moreover, the normaliza-
tion (2.37) is translated to

Z E,=1. (2.49)
k

Any set of operators {E;} which are positive semidefinite and satisfy this normalization
condition represents a valid POVM.

It is interesting to differentiate between generalized measurements and POVMs
because different sets {M;} can actually produce the same set {E}}. For instance, in the
amplitude damping example, instead of Eq. (2.34), we can choose Kraus operators

, , 0 O
MO = MOs Ml = (O \/z) s (250)

The backaction caused by M| will be different than that caused by M;. However, one
may readily check that

MM, = (M)"(M}) = (g g)

Thus, even though the backaction is different, the POVM may be the same. This means
that, as far as the probability of outcomes is concerned, both give exactly the same
values.
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In many experiments one does not have access to the post-measurement state, but
only to the probability outcomes. In this case, all one needs to talk about are POVMs.
We can also look at this from a more mathematical angle: what is the most general kind
of mapping which takes as input a density matrix p and outputs a set of probabilities
{px}? The answer is a POVM (2.48), with positive semidefinite E}, satisfying (2.49).

Informationally complete POVMs

A set of POVM elements {E;} yields a set of probabilities py. If we can somehow
reconstruct the entire density matrix p from the numbers p;, we say the POVM set {E}}
is informationally complete. The density matrix of a d-dimensional system has d” — 1
independent elements (the -1 comes from normalization). POVMs are also subject to
the normalization ) ; E; = 1. Thus, an informationally complete POVM must have at
least d* elements.

For a qubit, this therefore means we need 4 elements at least. A symmetric example
is the tetrahedron formed by the following projection operators Ej; = %ka)(lﬁkL with

1 1 1
|l101>=(0)’ |W2>=%(\/§),
2.51)

= (iva) =)

where A = ¢*/3. These states are illustrated in Fig. 2.2.

4o

[N

C
¢

v[1)
Figure 2.2: The tetrahedral informationally complete POVM for a qubit.

Another example, which the experimentalists prefer due to its simplicity, is the set
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of 6 Pauli states, E;, = %I({/k)wkl, with

) =12 =g): v =i ={).
1 {1 1 (1

o=t == (1) w0 == —( ). (252)
1 (1 I (1

Ws) = lys) = 7 (i)’ We) = ly-) = N (—i)’

This POVM is not minimal: we have more elements than we need in principle. But
from an experimental point of view that is actually a good thing, as it means more data
is available.

2.8 The von Neumann Entropy

The concept of entropy plays a central role in classical and quantum information
theory. In its simplest interpretation, entropy is a measure of the disorder (or mixed-
ness) of a density matrix, quite like the purity tr(o®). But with entropy this disorder
acquires a more informational sense. We will therefore start to associate entropy with
questions like “how much information is stored in my system”. We will also introduce
another extremely important concept, called relative entropy which plays the role of
a “distance” between two density matrices.

Given a density matrix p, the von Neumann entropy is defined as

S(p) = —tr(plog p) = —Zak log A, (2.53)
k

where A; are the eigenvalues of p. Working with the logarithm of an operator can be
awkward. That is why in the last equality I expressed S (p) in terms of them. The
logarithm in Eq. (2.53) can be either base 2 or base e. It depends if the application is
more oriented towards information theory or physics (respectively). The last expression
in (2.53), in terms of a sum of probabilities, is also called the Shannon entropy.

The entropy is seen to be a sum of functions of the form —p log(p), where p € [0, 1].
The behavior of this function is shown in Fig. 2.3. It tends to zero both when p — 0
and p — 1, and has a maximum at p = 1/e. Hence, any state which has p; = 0 or
pir = 1 will not contribute to the entropy (even though log(0) alone diverges, 0log(0) is
well behaved). States that are too deterministic therefore contribute little to the entropy.
Entropy likes randomness.

Since each —plog(p) is always non-negative, the same must be true for S (p):

S(p) = 0. (2.54)
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Moreover, if the system is in a pure state, p = [)(¢/|, then it will have one eigenvalue
p1 = 1 and all others zero. Consequently, in a pure state the entropy will be zero:

The entropy of a pure state is zero. (2.55)

In information theory the quantity — log(py) is sometimes called the surprise. When an
“event” is rare (pr ~ 0) this quantity is big (“surprise!”’) and when an event is common
(pr ~ 1) this quantity is small (“meh”). The entropy is then interpreted as the average
surprise of the system, which I think is a little bit funny.

0.5

04} 1/e

—p In(p)
=
W

o
o

1/e
0’8.0 02 04 06 08 1.0
p

Figure 2.3: The function —plog(p), corresponding to each term in the von Neumann en-
tropy (2.53).

As we have just seen, the entropy is bounded from below by 0. But if the Hilbert
space dimension d is finite, then the entropy will also be bounded from above. I will
leave this proof for you as an exercise. What you need to do is maximize Eq. (2.53) with
respect to the py, but using Lagrange multipliers to impose the constraint ), py = 1.
Or, if you are not in the mood for Lagrange multipliers, wait until Eq. (??) where I will
introduce a much easier method to demonstrate the same thing. In any case, the result
is

I
max(S) = log(d). Occurs when p = 7 (2.56)

The entropy therefore varies between 0 for pure states and log(d) for maximally disor-
dered states. Hence, it clearly serves as a measure of how mixed a state is.
Another very important property of the entropy (2.53) is that it is invariant under
unitary transformations:
S(UpU") = S (p). (2.57)

This is a consequence of the infiltration property of the unitaries U f(A)U' = f(UAUY)
[Eq. (1.58)], together with the cyclic property of the trace. Since the time evolution
of closed systems are implemented by unitary transformations, this means that the
entropy is a constant of motion. We have seen that the same is true for the purity:
unitary evolutions do not change the mixedness of a state. Or, in the Bloch sphere
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picture, unitary evolutions keep the state on the same spherical shell. For open quantum
systems this will no longer be the case.

As a quick example, let us write down the formula for the entropy of a qubit. Recall
the discussion in Sec. 2.4: the density matrix of a qubit may always be written as in
Eq. (2.19). The eigenvalues of p are therefore (1 + s5)/2 where s = [s2 + 52 + 52

represents the radius of the state in Bloch’s sphere. Hence, applying Eq. (2.53) we get

1+s 1+ 1-s 1-s
S‘_( 2 )log( 2 )_( 2 )log( 2 ) (258)
For a pure state we have s = 1 which then gives S = 0. On the other hand, for a

maximally disordered state we have s = O which gives the maximum value S = log 2,
the log of the dimension of the Hilbert space. The shape of S is shown in Fig. 2.4.

07— _——-C DU P A
0.6}
0.5¢
04}
03¢
0.2¢
0.1¢

S(p)

0. S
8002 04 06 08 10
S

Figure 2.4: The von Neumann entropy for a qubit, Eq. (2.58), as a function of the Bloch-sphere
radius s.

The quantum relative entropy

Another very important quantity in quantum information theory is the quantum
relative entropy or Kullback-Leibler divergence. Given two density matrices p and o,
it is defined as

S(pllo) = tr(plogp — plog o). (2.59)

This quantity is important for a series of reasons. But one in particular is that it satisfies
the Klein inequality:

S(llo) =0,  S(llo) =0iff p = o~ (2.60)

The proof of this inequality is really boring and I’'m not gonna do it here. You can find
it in Nielsen and Chuang or even in Wikipedia.
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Eq. (2.60) gives us the idea that we could use the relative entropy as a measure of
the distance between two density matrices. But that is not entirely precise since the
relative entropy does not satisfy the triangle inequality

d(x,2) <d(x,y) + +d(y, 2). (2.61)

This is something a true measure of distance must always satisfy. If you are wondering
what quantities are actual distances, the trace distance is one of them?

T, o) = lp - oy := tr[d(p—a)*(p—a)]. 2.62)

But there are others as well.

Entropy and information

Define the maximally mixed state 7 = I;/d. This is the state we know absolutely
nothing about. We have zero information about it. Motivated by this, we can define the
amount of information in a state p as the “distance” between p and 7; viz,

1(p) = S (plin).
But we can also open this up as
S (plll/d) = tr(plog p) — tr(plog(ly/d)) = =S (p) + log(d).

I know it is a bit weird to manipulate /;/d here. But remember that the identity matrix
satisfies exactly the same properties as the number one, so we can just use the usual
algebra of logarithms in this case.

We see from this result that the information contained in a state is nothing but

1(p) = S(plim) = log(d) = S (p). (2.63)

This shows how information is connected with entropy. The larger the entropy, the less
information we have about the system. For the maximally mixed state S (o) = log(d)
and we get zero information. For a pure state S(p) = 0 and we have the maximal
information log(d).

As I mentioned above, the relative entropy is very useful in proving some mathe-
matical relations. For instance consider the result in Eq. (2.56). If we look at Eq. (2.63)
and remember that S (p||o”) > 0, this result becomes kind of obvious: S (o) < log(d) and
S (p) = log(d) iff p = 1/d, which is precisely Eq. (2.56).

2The fact that p — o= is Hermitian can be used to simplify this a bit. I just wanted to write it in a more
general way, which also holds for non-Hermitian operators.
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Chapter 3

Composite Systems

3.1 The age of Ulkron

So far we have considered only a single quantum system described by a basis [i).
Now we turn to the question of how to describe mathematically a system composed of
two or more sub-systems. Suppose we have two sub-systems, which we call A and B.
They can be, for instance, two qubits: one on earth and the other on mars. How to write
states and operators for this joint system? This is another postulate of quantum theory.
But instead of postulating it from the start, I propose we first try to formulate what we
intuitively expect to happen. Then we introduce the mathematical framework that does
the job.

For me, at least, I would expect the following to be true. First, if {|i)4}] is a set of
basis vectors for A and {|j)p} is a basis vector for B, then a joint basis for AB should
have the form |i, j). For instance, for two qubits one should have four possibilities:

10,0), 10, 1), L, 0), L, 1).

Secondly, again at least in my intuition, one should be able to write down operators
that act locally as if the other system was not there. For instance, we know that for a
single qubit o, is the bit flip operator:

a0y =1[1),  o.ll) =10).

If we have two qubits, I would expect we should be able to define two operators o
and o8 that act as follows:

10,0y = |1,0), a®10,0) = 10, 1).

Makes sense, no? Similarly, we expect that if we apply both o} and o the order

shouldn’t matter:
a2aB10,0) = 080410,0) = |1, 1).

This means that operators belonging to different systems should commute:

[0, 031 =0. 3.1)
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The tensor/Kronecker product

The mathematical structure that implements these ideas is called the tensor prod-
uct or Kronecker product. It is, in essence, a way to glue together two vector spaces
to form a larger space. The tensor product between two states |i)4 and |j)p is written as

I, j) = iy ®1))- (3.2)

The symbol ® separates the two universes. We read this as “i tens j” or “i kron j”. I
like the “kron” since it reminds me of a crappy villain from a Transformers or Marvel
movie. Similarly, the operators 0% and o8 are defined as

=01, o =Ixo,, (3.3)

where [ is the identify matrix.

In order for us to make sense of these definitions, we must of course specify the
basic rules for how objects behave around the ®. Lucky for you, there is only one rule
that we really need to remeber: stuff to the left of ® only interact with stuff to the left
and stuff to the right only interact with stuff to the right. In symbols:

(A®B)(C®D)=(AC)® (BD), 34

In thisrule A, B, C and D can be any mathematical object, as long as the multiplications
AC and BD make sense.
Let’s see how this works. For instance,

a210,0) = (o, ® 1)(10) ® 0)) = (410)) ® (110)).

The only thing I did was apply the rule (3.4) to combine stuff to the left of ® with stuff
to the left and stuff to the right with stuff to the right. Now that we have o,|0) we are
back to the single qubit business, so we can just write 0,|0) = |1). Then we recombine
the result:

(ox10) ® (110)) = 1) ® 0) = |1, 0),

which is what we would expect intuitively. As another example, the property (3.1), that
operators pertaining to different systems should commute, now follows directly from
our definitions:

ool = (o, DI ®0)) = (0:®0),
Bt =U®o )0 ® = (0, ®0)),

which are definitely the same thing.

Everything we just said also holds for systems composed of 3, 4 or any number
of parts, of course. In this case we simply add more and more ®. For instance, for 3
qubits, 08 = I ® o, ® I and s0 on.
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Let us also talk about how to combine other kinds of objects. Remember that all
we need is for the multiplications in the composition rule (3.4) to make sense. For
instance, an operation that makes no sense is

(0| ® |0Y)(ox ® o) = crazy nonsense,

because even though (0|o, makes sense, the operation |0)o-, does not.
An operation which does make sense is

(k. Lli, j) = (k| @ {ED(10) ® 1)) = (KKkli)) @ ({£1))).

The objects that remain here are two numbers and the tensor product of two numbers
is also a number. Thus, we arrive at a rule for the inner product:

Ck, €L, j) = <kl (3.5)
Outer products are similarly defined:
Ik, €¢I, j1 = lk)Cil @ 1) - (3.6)

One can also come up with somewhat weird operations which nonetheless make sense.
For instance,

(kI @ [END) ® (jI) = (Kl)) ® €)1 = CKIENIE)jI-
In the last equality I used the fact that (ki) is just a number.

Be cool about notation

Here is a really really really good tip: be cool duuuuuude. There are many ways of
expressing quantum states and operators for composite systems. Don’t be rigid about
notation. Just be clear so that people know what you mean. For instance, if we talk
about states, the following notations are equivalent:

li, yag = 14 ® 1) = |D)al )5 3.7

In the third notation adding the suffixes A and B is essential. Otherwise one would not
know if |i) belongs to A or B. For completeness I also added the suffixes to the first two
notations. Sometimes that is redundant. But if there is ever room for confusion, add it:
it doesn’t cost much.

A notation like |i)4|j)p also allows you to move things around and write, for in-
stance, | j)gli)4. There is no room for confusion because you know one symbol belongs
to A and the other to B. The same is true for operator multiplication. For instance,

aBli, jyap = lidactlj)p.

Notice that there is zero room for misinterpretation: the notation is not rigid, but no
one will interpret it wrong.

I strongly recommend you be cool about the notation. Each notation is useful for a
different thing, so feel free to change them at will. Just make sure there is no room for
misinterpretation.
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Matrix representation of the Kronecker product

When using the Kronecker product in a computer, it is standard to order the basis
elements |i, j) in lexicographic order: for each entry of the first, you loop over all
elements of the last. For instance, if A and B have each dimension 3, we get

0,0), 10,1), 10,2), [1,0), 1, 1), [1,2), [2,0), [2,1), 12,2).
Conversely, if we have 3 qubits, we would order the basis elements as
0,0,0), 10,0, 1), 0,1,0), 10,1,1)  [1,0,0)

This ordering is not mandatory. But is extremely convenient for the following reason.
We then associate to each element a unit vector. For instance, for 2 qubits we would
have,

|0,0) = , [0,1) = , [1,0) = , [1,1) = (3.8)

S oo =
S o~ O
o= O O

0.00

1

The matrix elements of an operator of the form A X B then becomes, using the prop-
erty (3.4)

(k,€1A ® Bli, j) = (klAli)}(C|B|j) = AyiBy;.
If we now present these guys in a matrix, since we loop over all elements of the second
index, for each element of the first, the matrix form of this will look like

Ao’oB cee Cl()’dA,lB
A®B = : : . (3.9)

adA_l,UB . adA—l,dA—lB

This is just an easy of visualizing the matrix: for each Ay; we introduce a full block B.
To be clear what is meant by this, consider for instance

0 1 0 1 0
o o) 10 o))

o1y .0 1\ |°
(o) ol o) b
This provides an automated way to construct tensor product matrices. The final result is
not very intuitive. But computationally, it is quite trivial. Specially since the Kronecker
product is implemented in any library. In MATLAB they call it kron() whereas in
Mathematica they call it KroneckerProduct[]. These functions are really useful.
You should really try to play with them a bit.

As a consistency check, we can verify that the same logic also holds for vectors.
For instance,

o R0, = (3.10)

o = O O
S o = O
S oo

0,0) =10)®|0) = (3.11)

1

_{o

1 0
ofo)) Lo
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Proceeding similarly leads to all elements in Eq. (3.8).

3.2 Entanglement and mixed states

So far we have talked about how to represent kets and operators of composite sys-
tems using the tensor product. Now let’s see what kind of physics this produces. Sup-
pose we have two qubits, A and B. If qubit A is on Earth and qubit B is on Mars, it is
reasonable to assume that they are each in local states, such as

Ima = @|0)a +Bl1)a, |¢)8 = ¥10)5 + 6[1)p.

Then, the global state of AB will be

4 © 1835 = |al0)a + B4 | ® Y100 + 31135

= ayl0,0)4p + 6|0, 1) 4 + By|1, 004 + B6|1, 1) 4p.

If we look at the second line, this state seems like simply a linear combination of
the four basis elements |i, j)45. However, this is not an arbitrary linear combination.
It contains a very special choice of parameters which are such that you can perfectly
factor the state into something related to A times something related to B. Cases like this
are what we call a product state. If A and B are in a product state, they are completely
independent of each other.

However, quantum theory also allows us to have more general linear combinations
which are not necessarily factorable into a product. Such a general linear combination
has the form

Wan = ), Wilis s, (3.12)
ij

where y; ; are any set of complex numbers satisfying 3’;; [; i[> = 1. When a state like
this cannot be written as a product,’ we say A and B are entangled. An important set
of entangled states are the so called Bell states:

o) = %]o, 0y +11, 1>:, (3.13)
) = %}o,m . 1>:, (3.14)
P = %]O, 1+ |1,o>:, (3.15)
) = %}o, 1y - |1,o>:. (3.16)

These states cannot be factored into a product of local states (please take a second
to convince yourself of that!). In fact, we will learn soon that they are maximally

!That is, when we cannot decompose vij = figj)-
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entangled states. If you are familiar with the theory of angular momentum, you will
also notice that these states (specially [¥*)) are exactly to the singlet and triplet states
of two spin 1/2 particles. Moreover, it is useful to note that they form an orthonormal
basis for the Hilbert space of the two qubits.

The Controlled NOT (CNOT)

We usually entangle systems by applying gates. That is, unitary transformations
stemming from the interaction between the systems. A popular entangling gate for two
qubits is the CNOT. It is defined by the unitary

Uexor = 10)0l4 ® I +[1)(1]s ® 0% (3.7

Qubit A is the control bit. If it is in |0), we do nothing on B. But if it is in |1), we apply
the bit flip operation o, on B:

UCNOT|0>A W)B = |0>A |W>B,
UesorlO)ali)s = |0>A(o-f|w>3).

Suppose we now start with two qubits reset to |0)4|0)s. We can prepare the two
qubits in a Bell state by applying two gates. First, we apply a Hadamard gate to A:

1
H= $(} _11) (3.18)

[0)a +11)4
\2

This is a gate acting only on A. It is a local operation and thus cannot entangle A and
B. To entangle them we now apply the CNOT (3.17). It gives

10,0)45 + 11, 1)
UenorHal0)4l0) = ——A8 2 /A8

V2

which is nothing but the Bell state (3.13). The other Bell states may be generated in a
similar way, by starting with the four possible states |i, j):

This produces

HA0)410)5 = [+)410)5 = ( )|0>B.

|(D+> = UcnorH410)410) ,
|O7) = UcnorHal1)410) 5,

(3.19)
|lP+> = UcxorHal0)411) ,

[¥7) = UcnorHal1)4l1) .
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Density matrices from entanglement

Now I want you to recall our original discussion in Sec. 2.1. We saw that the
concept of density matrix naturally appeared when we considered a crappy machine
that produced quantum states with some classical uncertainty. What we found was that
it was possible to combine quantum and classical effects by introducing an object of
the form

p= ., il (3.20)

where the |;) are arbitrary states and the p; are arbitrary probabilities. This construc-
tion may have left you with the impression that the density matrix is only necessary
when we want to mix quantum and classical stuff. That density matrices are not really
a quantum thing. Now I want to show you that this is not the case. It is definitely not
the case. I will show you that there is an intimate relation between mixed states and
entanglement. And this relation is one the key steps relating quantum mechanics and
information theory.

Essentially, the connection is made by the notion of reduced state or reduced
density matrix. When a composite system is in a product state [i/)4 ® |§)p, it makes
sense to say the state of A is simply |¢)4. But if A and B are entangled, then what is
exactly the “state” of A? To warm up, consider first a bipartite state of AB of the form

Was =Y el @ i) (3.21)

l

for certain coeflicients ¢; satisfying ) ; lei? = 1. If ¢; = 1 for some i and all other
c¢j = 0 then |y) = |i) ® |i) and we get a product state. In any other case, the state will be
entangled.

Now let O, be an operator which acts only on system A. That is, an operator which
has the form O, = O4 ® Ig. The expectation value of Oy in the state (3.21) will be

(Oa) = W04 ® Ip)lr) (3.22)

Carrying out the calculation we get:

(Oa) = Z cicj (il @ O ® Ig)(1j) ®1)))

i.j

= Z cicj <i0alj)}ilj)
ij
= Z lei*(il0ali).

The sandwich that remains is now performed only over the reduced state of A. How-
ever, each sandwich (i|O,i) is now weighted by a factor lcil?.

We now ask the following question: can we attribute a state /4 ) for system A such
that the above result can be expressed as (Y4104l 4)- This is actually the same question
we asked in Sec. 2.1. And we saw that the answer is no. In general, there is no pure
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state we can associate with A. Instead, if we wish to associate a quantum state to A, it
will have to be a mixed state, described by a density matrix of the form

pa = leillixil (3.23)

then the expectation value of A becomes
(A) = tr(Apa) (3.24)

This result has extremely important consequences. Eq. (3.23) has exactly the same form
as Eq. (3.20), with the classical probabilities p; replaced by quantum coefficients |c;|>.
But there is absolutely nothing classical here. Nothing. We started with a pure state.
We are talking about a purely quantum effect. Notwithstanding, we see that in general
the state of A will be mixed. If ¢; = 1 for some i and all other ¢; = 0 then Eq. (3.23)
reduces to p4 = |i){i], which is a pure state. In all other cases, the state of A will be
mixed. Thus,

When AB are entangled, the reduced state of A and B will be mixed.

To give an example, suppose AB is in the Bell state (3.13). This state has the form
of Eq. (3.21) with ¢; = 1/ V2. Thus, it is easy to apply Eq. (3.23), which gives

(1 0
pa=3 (O 1) (3.25)
We therefore see that the reduced state of A is actually the maximally mixed state.
This is a feature of all Bell states and it is the reason we call them maximally entangled
states. This is super interesting, if you think about it: A Bell state is a pure state, so we
know exactly what the state of AB is. However, we know absolutely nothing about A
alone.

3.3 Reduced density matrices and the partial trace

The state p4 in Eq. (3.23) is called a reduced density matrix. And the procedure
that led us from |y)4p to p4 is called the partial trace. This is the quantum analog of
computing the marginal P(x) of a joint probability distribution P(x, y). In this section I
will teach you how to make this procedure in a more algorithmic way.

The partial trace

Consider a bipartite system AB. Let |a) and |b) be basis sets for A and B. Then a
possible basis for AB is the tensor basis |a, b). What I want to do is investigate the trace
operation within the full AB space. Any operator in AB can always be decomposed as

0= Z A, ® B,, (3.26)
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for some index @ and some set of operators A, and B,. So, to start, let us consider
simply an operator of the form O = A ® B. Then, by linearity it will be easy to extend
to more general operators.

We begin by computing the trace of O = A ® B in the |a, b) basis:

tr(0) = Z(a, b|O\a, b)
ab
= Z((a| ® (b)(A ® B)(|la) ® |b))
a,b

= ) (alAla) ® (blBIb)
a,b

= D (alAla) ) (bIBI).
a b

I got rid of the ® in the last line because the kron of two numbers is a number. The two
terms in this formula are simply the trace of the operators A and B in their respective
Hilbert spaces. Whence, we conclude that

tr(A ® B) = tr(A) tr(B). (3.27)

We started with an operator having support on two Hilbert spaces and ended up tracing
everything, so that we are left with only a single number.

We can now imagine an operation where we only trace over one of the Hilbert
spaces and obtain an operator still having support on the other part. This is what we
call the partial trace. It is defined as

tra(A ® B) = tr(A)B, trg(A ® B) = Atr(B) (3.28)

When you “trace over A”, you eliminate the variables pertaining to A and what you are
left with is an operator acting only on B. This is something we often forget, so please
pay attention: the result of a partial trace is still an operator. More generally, for an
arbitrary operator O as defined in Eq. (3.26), we have

try O = Z tr(Ay)B,,  trpO0 = Z Ay tr(By). (3.29)

An important example is the partial trace of an operator of the form |a, b){a’, b’|. To
take the partial trace, remember that this can be written as

la, b){d’, b'| = la)a’| ® |b)b|.

The partial trace over B, for instance, will simply go right through the first part and act
only on the second part; i.e.,

trg la, bY(a', b'] = la)d|tr {|b><b’|}
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Thus, we conclude that

tra la,b){d’,b'| = 8o IDXV'|,  trpla,b)Xd’, b’ = laXd'| Sp- (3.30)

Reduced density matrices

We are now ready to introduce the idea of a reduced density matrix in a more formal
way. Given a bipartite system p,5 we define the reduced density matrix of A and B as

pA = Uppas, PB = A PAB (3.3

Let us now practice with some examples.

Example: Bell states

To practice, consider the Bell state example that led us from the bipartite state (3.13)
to the reduced state (3.25). The global density matrix is

1
pag = PPy = E{IO,OXO,OI +10,0XCT, 1] + [1, 1)¢0, O + |1, 1)(1, 1I} (3.32)

To take the partial trace we use Eq. (3.30) to find:

1 11 0
pa = 3{0x01+ 1111} = 3 (0 1) (3.33)

with an identical result for pp.

Example: Partially entangled states

Consider now a state of the form

[¥)as = VPIO, ag + V1 = plO, Das, (3.34)

for some number p € [0, 1]. If p = 1/2 we recover the Bell state (3.13). To take the
partial trace we proceed as before:

pag = W)Yl = pl0, 1)€0, 1] + (1 = p)I1,0)(1, 0] + v p(1 —P)(IO, 1)(L, 0 + |1, 040, ll)-

Due to Eq. (3.30), the last two terms will always give 0 when we take the partial trace.
We are then left with

pa = plOXO0l + (1 = p)|1)(1],
ps = (1= p)0X0] + pl1)(1].
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Example: X states

X states of two qubits are density matrices of the form

pr 0 0 pB
10 p» a O

pP = 0 a,* D3 0 (335)
B0 0 pa

Normalization requires ) ; p; = 1 and positivity imposes constraints on the allowed
values of @ and 8. The ordering of states here is the lexicographic order we discussed
in Sec. 3.1. Namely, [0, 0),10, 1),]1,0),|1,1). Thus, we can write this X state more
explicitly as

p = p1l0,0)0, 01 + p210, 1)¢0, 1] + p3|1, 0)(1, 0] + p4l1, 1)1, 1|
+a|0, 1)1, 0] + *|1,0)0, 1| (3.36)
+610,0)1, 1| + 8|1, 1)€0, 0|.

The meaning of o and 8 now become a bit more clear: they represent, respectively,
the non-local coherences between {|0, 1), |1,0)} and {|0, 0), |1, 1)}. From Eq. (3.36) it is
easy to take the partial trace:

pL+p2 0

=tr = . 3.37

PA BP ( 0 p3+ p4) ( )
pP1+D3 0

PB A p ( 0 pr+ p4) ( )

We see that for X states, the reduced density matrices are diagonal. The entries which
are set to zero in Eq. (3.35) are precisely the ones that would lead to non-zero diagonals
in the reduced state. If we now look for observables, for instance, we will then find that

(o) =%y = (o) = (oD =0.

Non-local observables, on the other hand, can be non-zero. For instance, one may
check that
(0";:0'5) =a+a" +B+pB".

Partial trace looses information

If we have a state which is of the form psp = ps ® pp, then Eq. (3.28) directly gives
us trg pap = pa and try pap = pPp, as of course expected. So any density matrix which
is a product of the form pap = pa ® pp represents uncorrelated systems, irrespective of
whether the state is pure or not. However, it is very important to note that in general
we cannot recover the full density matrix psp from the reduced density matrices pg
and pp. The operation of taking the partial trace is irreversible and in general looses
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information. To put that more precisely, given a general psp and its reduced density
matrices (3.31), we have

P4 ®PB # PAB (3.39)

This is only true when p45 was already originally uncorrelated. Thus, in general, we
see that information is lost whenever AB are correlated.

Example: separable states

A state is called separable when it can be written in the form
p=> pipiepy (3.40)

for a set of probabilities p; € [0, 1], 3; p; = 1 and an arbitrary set of density matrices
pz( B Of course, in light of Eq. (3.26), any density matrix of AB can be decomposed as
a sum of products. But usually each term in the sum is not a valid density matrix with
a valid probability. The reason why a state of the form (3.40) is physically interesting
is because it represents a classical statistical mixture of states of A and B.

This is just like the crappy machine of Sec. 2.1. With some probability p; the
machine prepares a state pj; for A and pg for B. The two systems will in general be
correlated: if we learn something about A, we can usually infer something about B. But
this is only because they share a common ignorance about the machine that produced
them. The states of A and B may very well be quantum. But their correlations are
purely classical. We say separable states of the form (3.40) are not entangled.

Classical states and Quantum Discord

The partial trace is the quantum analog of marginalizing a probability distribution.
To see that, consider a bipartite state of the form

PAB = Zpi,,,- lij)}ijl (3.41)
iJ
which will be a valid quantum state provided p; ; € [0, 1] and }; ; p; ; = 1. This state is

nothing but a classical probability distribution encoded in a density matrix. To compute
the partial trace over B we use Eq. (3.30), which gives

pa=tppap =) pijliXila = ) plli)ila
i.j i
In the last equality I carried out the sum over j and defined

pl=>pi (3.42)
J

This is precisely the marginalization procedure in classical probability theory. We
simply sum over all probabilities of B to obtain a reduced probability distribution only
for A. A state which is not of the form (3.41) is said to have some quantum discord.
We will talk more about what this means soon, when we talk about measurements.
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3.4 Measurements in bipartite systems

The measurement postulates discussed in Sec. 2.7 remain exactly the same for com-
posite systems. In fact, what is neat about those postulates is precisely their flexibility:
any set of operators {M;} satisfying > MZMk = 1 constitutes a possible set of gen-
eralized measurement operators. The interesting new thing that appears when talking
about composite systems is that now we can specify measurement operators that act
only on one of the subsystems and then understand what is the measurement back-
action on the other. Or we can also define non-local measurements that act on both
systems simultaneously.

Example: maximally entangled states

To warm up with an example, suppose that Alice and Bob have two qubits prepared
in a Bell state |®*) = (J00) + |11))/ V2 [Eq. (3.13)]. Alice then performs a projective
measurement on the computational basis. This will be described by measurement op-
erators

P; = i)(ila ® I, i€{0,1}, (3.43)

meaning we project onto |0) and |1) on Alice’s side and do nothing on Bob’s. Applying
the P; onto the Bell state |®*) yields Po|®*) = [00)/ V2 and P,|®*) = [11)/ V2. The
probability of the two outcomes will be, according to Eq. (2.41), p; = (O*|P;]|d*)
which, in this case, reduces simply to po = p; = 1/2. Alice therefore gets 0 or 1 with
equal probability. If Alice happens to get 0, however, the global state of Alice and Bob

will collapse to
Po|®*)

|O*y — = |00). (3.44)
And similarly, if Alice gets a 1, the state will collapse to |11).

The state of Bob before the measurement could have been either O or 1. But now,
if Alice happened to get O, the state of Bob collapsed to 0. The backaction of the
measurement on Alice caused the state of Bob to collapse. The global state after the
measurement will thus be either |00) or |11), each occurring with probability 1/2. If
Alice does not happen to read the outcome of her measurement, then the best possible
guess for the state will be the statistical mixture

. 100)00] + [11)(11]
P = 5 :

(3.45)

This state is now a classical probabilistic mixture of the two possibilities. It is therefore
fundamentally different from the original entangled state |®*).

No-signaling theorem

According to the previous example, if Alice performs a measurement on her qubit,
it will instantaneously affect the state of Bob, irrespective of how far they are from each
other. This is the spooky part of quantum theory. It suggests that this kind of process
could be used to signal faster than the speed of light, thus violating causality. Although
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spooky, this result is correct and can be verified in the laboratory, as we will discuss in
the next section. However, it cannot be used to transmit information between distant
observers. That is the idea of the no-signaling (or no-communications) principle.

The reason why this is so is because as far as Bob is concerned, he cannot tell that
Alice made the measurement. Before the measurement was made, Bob’s state was a

maximally mixed state
I
pp = A |OTN@] = .
When Alice performs her measurement, the global state will collapse to either 0 or 1,
each with probability !/2. But there exist no measurement scheme which Bob can do
to figure out which outcome she got. From a probabilistic point of view, the best guess
Bob can make about his state is
I

1 Lo Iy
10001+ S| = =

P

The only way Bob can tell that a measurement was actually done would be to classi-
cally communicate with Alice (e.g. via Whatsapp). If Alice tell him that she obtained
0 in her measurement, then Bob would be able to update his state. Otherwise, he has
no way to tell. Thus, local measurements cannot be used to signal information.

We can make this proof more formal, as follows. Consider a local measurement
on Alice’s side, described by a set of Kraus operators {M,/: = M ® Ip} acting only on
Alice’s Hilbert space. Alice and Bob are prepared initially in an arbitrary state p, which
is in general not a product state. The state of Bob after a measurement is performed on
Alice will then be

o= > ta{ MM |
k

=t {( Y o)
k
= tra(p)

= pB.

I was allowed use the cyclic property of the trace here because the operators M,ﬁ‘ act
only on the Hilbert space which we are tracing off. We therefore see from this general
argument that as far as Bob can tell, he has no way of knowing a local operation was
performed on Alice.

The no-signaling principle is an extremely useful tool when thinking about prob-
lems in quantum information. I use it all the time as a kind of sanity check: whenever
I’m confronted with a question regarding non-local properties of quantum theories, |
always ask myself: “would this violate no-signaling?” All one need to remember is
that performing local operations on Alice has no effect on any local properties on Bob.
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No-cloning theorem

Related to no-signaling is the notion of no-cloning: it is impossible to find a unitary
U which clones an arbitrary state [\):

Ul)10) = W)ly), (3.46)

for all |y). Of course, you can cook up a unitary that does this for a single |i/). But then
this won’t work on another |¢). In fact, the theorem can be proven by contradiction.
Suppose we were able to find a unitary U such that

U0y = lp), Ul)l0) = |¢)I¢)-

Then, taking the inner product on both sides would give

W) = (Wlg)*.

But x = x2 only has solutions x = 0 or x = 1. Thus, either |) = |¢) or |y) is orthogonal
to |¢). Hence, a general cloning device is not possible. We can only close orthogonal
states.

The connection between no-signaling and no-cloning can be made as follows. Sup-
pose Alice and Bob share a Bell state |®*). Bob then makes many copies of his qubit
and measures each one. If in all copies he always finds the same state, he would know
that Alice had performed a measurement. If he finds 0 and 1 with equal probabili-
ties, he would know she didn’t perform a measurement. Thus, we see that if cloning
were possible, Alice could use this idea to transmit a message. No-signaling therefore
implies no-cloning.

Measurements in the Bell basis

With composite systems one may also perform non-local measurements. In fact,
that’s one of the coolest things about quantum mechanics. For instance, a popular
protocol is to measure on the Bell basis (3.13)-(3.16). That is perform a measurement
described by the four projection operators

Qo = [D XD, 01 = [¥" ¥, 0y =D X7, O3 =¥ )XY,

Non-local measurements of this form may, at first, seem quite strange. However, they
are actually quite simple the perform. All we need to do is use Eq. (3.19) to construct
Bell states from the computational basis.

The idea goes as follows. Suppose we have some composite state psp we wish to
measure. We then first apply a sequence of two unitaries to the state psp: a CNOT
gate Ucvor [Eq. (3.17)] followed by a Hadamard gate H4 [Eq. (3.18)] acting only on A.
Afterwards, we measure A and B in the usual computational basis defined by projectors
Py =100){00|, P, = |01)01], P> = [10){10] and P53 = [11){11]. The probability of the
different outcomes will be

pi=1tr {Pi(HA ® Ip)UcnorpaBUcxor(Ha ® IB)}~ (3.47)
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But because of the relations in Eq. (3.19), it follows that the Bell projectors Q; are
related to the computational basis projectors P; according to

Qi = Uenor(Hp ® Ip)Pi(Hp ® Ip)Ucnor- (348)

Hence, the probabilities p; become

pi=tr {QipABQf}, (3.49)

which are nothing but the probabilities of finding the qubits in the four Bell states.
Thus, to perform measurements in the Bell basis, we simply need to first entangle the
two qubits and then measure them in the computational basis.

3.5 Bell’s inequality

As we saw in the previous section, if Alice and Bob share an entangled state and
Alice performs a measurement on her state, the backaction would cause the state of Bob
to be immediately updated. This seem strange because Alice and Bob can be galaxies
apart. Even though we showed that this does not violate causality (no-signaling), it is
still perplexing that such a thing could exist in nature. In fact, consider the following
two states:

ldap = Vpl00) + 1 = pI11), (3.50)
pag = pl00)00] + (1 — p)IT1)(11]. (3.51)

Both states are correlated, but they are fundamentally different. The first is pure state.
There is no uncertainty associated to the global state. And it is also entangled. The
second, on the other hand, is just a statistical mixture of two possibilities. It has no
entanglement nor any other type of quantum correlations. That being said however, in
both cases, the probability that Alice finds her qubit in O is p. And, in both cases, if
she does find it in zero, then the state of Bob will be updated to |0). So in this sense, it
seems these two states behave quite similarly.

The state (3.51) represents our degree of ignorance about the configurations of
Alice and Bob. We don’t know in which configuration they are, [00) or |11). If Alice
measures and happens to find out, then we update our information. The state (3.50), on
the other hand, contains no ignorance at all. We know exactly which state the two qubits
are. According to quantum theory, the randomness associated with the state (3.50) has
nothing to do with ignorance. It is intrinsic.

This gets us into the idea of realism or ontology. According to philosophy, an
object is real when one can associate properties to it independent of observation. A rose
is red and that is independent of whether you look or not. As Einstein said, “the moon
is still there even if we don’t look at it”. In the mixture (3.51) realism is preserved.
The qubits have the property of being either 0 or 1, it is just us, silly physicists, who
don’t know in which state they are. A state of the form (3.50), however, is not a realist
state. Bob’s qubit is not in O or 1. It will only collapse to 0 or 1 if we happen to make
a measurement.
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Realism is intimately related to locality. If properties can only be established when
a system is measured, then measurements on entangled particles would cause an in-
stantaneous backaction on other particles arbitrarily far away. A non-realist theory, like
quantum mechanics, must therefore also be intrinsically non-local. This led Einstein
Podolsky and Rosen in 1935 to propose that there should exist past factor (which, to
add some drama, they called hidden variables) which determined these properties long
ago, perhaps when they interacted. That is, there should be additional variables, per-
haps which are very difficult to access in the lab, but which if we knew them, we would
know with certainty the configurations of the two qubits. These past factors/hidden
variable would therefore recover the status of a realist theory to quantum mechanics.
This is the idea behind the EPR paradox.

The Bell scenario

For 3 decades the EPR paradox remained almost a philosophical question. There
was no way of testing if quantum theory was realist or not. In 1964, however, John
Bell proposed a test to do so. Bell’s idea was absolutely brilliant.

Suppose Alice and Bob are each given one of a pair of (possibly entangled) qubits.
They can perform arbitrary measurements on them. That is, they can individually and
independently choose the direction

71 = (sin 6 cos ¢, sin 6 sin ¢, cos 6), (3.52)

in Bloch’s sphere, where they wish to measure. Recalling the discussion surrounding
Eq. (1.47), what I mean is that they can perform local measurements described by
projection operators Pfl = |y ){T1.|, Wwhere

e cos § —e % sin §
n.y = , n.) = 3.53
) €% sin § n-) 1% cos & (5.5)

I will also label the outcomes of these measurements as +1 and —1 respectively. So in
each experiment Alice will either obtain a = +1 and Bob will obtain either b = +1.

Following the usual literature, I will call x a shorthand for the direction 71 that
Alice chooses and y for the choice of Bob. We now repeat the experiments many
times. Qubits arrive at Alice and Bob’s lab (which are far apart from each other), they
choose any direction they want and they measure, obtaining either +1 or —1. After
collecting a large amount of statistics, we can then reconstruct P(a, b|x, y), which is the
probability that Alice gets a € {1, —1} and Bob gets b € {1, —1} given that their choice
of measurement directions were x and y. According to the rules of quantum mechanics,
these probabilities can be constructed as

P(a, b|x,y) = tr {pAB Yo Pf,}, (3.54)

where p4p is the global state of the two qubits. However, the idea is precisely not
to assume that this how these probabilities were computed. Instead, we take a Black

2 A. Einstein, B. Podolsky and N. Rosen, “Can Quantum-Mechanical Description of Physical Reality be
Considered Complete?”, Phys. Rev., 47, 777780 (1935).
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box (device independent) approach: we simply assume that Alice and Bob can make
measurements and build from experiment a set of probabilities P(a, b|x, y).

Once we have these probabilities, we can just apply them using the standard tools of
statistics. For instance, if we sum over all possible outcomes of Bob, we can construct
the marginal distribution of Alice,

P(alx,y) = ) P(a, blx,y). (3.55)
b

This probability, if physics is to be consistent, should satisfy no-signaling:
P(alx, y) = P(alx). (3.56)

That is, the outcomes of Alice cannot be influenced by the choice of measurement y that
Bob decided to make. That would be super weird (Quantum Healing is not possible!).
In general, one will find that the probabilities P(a, b|x, y) are not independent. That
is,
P(a,blx,y) # P(alx)P(bly).
The outcomes of Alice and Bob are correlated. But now comes Bell’s reasoning.

If these probabilities were constructed by a realist theory, then this independence
must stem from a common source of ignorance. That is, some past factor that es-
tablished a relation between the two qubits long ago, when they interacted. Let us call
this past factor/hidden variable by the generic name 4. What A is, exactly, is not im-
portant. It simply summarizes a set of possible common factors that may have affected
the two qubits in the past. If we knew A, then the outcomes of Alice and Bob would be
independent:

P(a, blx,y, 2) = P(alx, )P(bly, 2). (3.57)

The only reason why A and B are correlated is because they share a common ignorance
about A:

P(a,blx,y) = f dAa P(alx, )P(bly, H)g(), (3.58)

where g(1) is the probability distribution of A. This is the most general formulation of
a realist theory. Or also, as we mentioned above, a local theory since breaking realism
must also break locality.

CHSH inequality

The game is now to prove, experimentally, that quantum mechanics can actually
violate Eq. (3.58). That is, that Nature can produce probability distributions which
cannot be written in the form (3.58), for any probability distribution g(2).

The easiest way to do that is using an inequality proved by Clauser, Horne, Shimony
and Holt in 19693 Let us construct expectation values of the possible outcomes. For
instance,

(Ax)= ) a P(a,blx.y).

ab

3 J.E Clauser, M. A. Horne, A. Shimony and R. A. Holt, Phys. Rev. Lett., 23 880 (1969).
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This is nothing but the average spin component of Alice’s qubit, in the direction x. We
can also compute correlation functions, such as

(AxBy) = ) ab Pla,blx.y).
ab

If we assume that the locality condition (3.58) is true, then we may write

(ABy) = Z f dA a b P(alx, H)P(bly, D)g()
ab

_ f AUAD KB,

where I defined
(Ada= Y. aPlalx, D),
and similarly for (By),.
Let us now focus on only two possible directions for Alice and Bob. That is, Alice
chooses two directions 73, which we will label as x = 0, 1. Similarly, Bob chooses two
other directions labeled as y = 0, 1. We then construct the following quantity:

S = (AoBo) + (AoB1) + (A1 By) — (A1 By). (3.59)

If we assume the theory is local, then this may be written as

S = f d/l{<A0>ﬁ<BO>/l + (Ap)a(B1)a + (A (Bo)a — <A1>A<31>A}Q(/l)

_ f aA{Aodal B + (Bu)a | + (A,

(Bo)a = (Buyafac.

All the expectation values appearing here are bounded to the interval [—1, 1]. Hence,
the quantity inside {} must lie in the interval [-2,2]. The integral will not change this
because g(A) is a probability distribution and convex sums cannot give you something
larger than the largest element. Hence, we reach the remarkable conclusion that

-2<8§ <2, (For any local theory). (3.60)

This is the CHSH inequality.

It is now a matter of pure joy to check that quantum theory can violate this in-
equality. And if it violates it, then it means quantum theory cannot be a realist/local
theory.
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Violating the CHSH

Suppose the two qubits are prepared in a bell state [y) = (|01) — [10))/ V2. And
suppose, for simplicity, that Alice and Bob measure in directions (3.52) with angles 0,
and 6, and ¢, = ¢, = 0. Applying Eq. (3.54) one may write, after a bit of simplification,

1
P(a,blx,y) = Z{l —abcos(0, — Gy)}. (3.61)
Next choose the directions to be
6, €{0,7/2}, 0y € {(=3m/4,3n/4).

One then finds
S=2V2>2. (3.62)

Voild: the inequality is violated. Quantum theory predicts non-locality.

If one can now do an experiment which observes a violation of Bell’s inequality,
then it would mean Nature itself, is indeed non-local. And that is exactly what was
done. Experiments showing violations of Bell’s inequality were first reported by As-
pect, Grangier and Roger in 1982. These experiments had certain loopholes, however.
For instance, Alice and Bob’s station were not sufficiently far from each other to forbid
classical communication (at the speed of light). Since then, tons of experiments have
been made attempting to close these loopholes. An experiment finally closing all of
them was reported in 2015.* If you are interested in going deeper into the physics of
Bell non-locality, I recommend the review by Brunner et. al.’

4 B. Hansen, et. al., “Loophole-free Bell inequality violation using electron spins separated by 1.3 kilo-
metres”, Nature, 526, 682686 (2015).

5 N. Brunner, D. Cavalcanti, S. Pironio, V. Scarani and S. Wehner, “Bell nonlocality”. Rev. Mod. Phys,
86(2), 419478 (2014).
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Chapter 4

Quantifying correlations
between quantum systems

4.1 Singular value and Schmidt decompositions

In this section we will have a first look at a long discussion on how to characterize
entanglement. Here we will focus on the case where a bipartite system AB is in a pure
state [)4p. In this case the theory is simple and elegant. The case where AB are already
in a mixed state p4p is more complicated and will be discussed next chapter.

Consider a bipartite system AB described by a basis |a, ). The most general pure
state in this system can be written as

V) = > Yapla, b), @.1)
a,b

where ¢, are coefficients. This state will in general be entangled. To see that in first
hand, let us look at the reduced density matrices of A and B. I will leave for you as an
exercise to show that

pa = sl = 3. | D wisban e (42)
a,d b

pn =W = D | 3 v DXL (4.3)
b,b’ a

Of course, these are kind of ugly because p4 and pp are not diagonal. But what I want
to stress is that in general these states will be mixed. The only case in which these
states will be pure is when the i, factor as a product of coefficients ¥, = f,85. Then
one can already see from (4.1) that |y) will also factor as a product. Our goal will be to
quantify the degree of entanglement between these states.
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Figure 4.1: The size of the matrices appearing in Eq. (4.4). Left: A is short and fat (M < N).
Right: A is thin and tall (M > N).

Singular Value Decomposition

To start I will introduce an important tool in linear algebra, called the singular
value decomposition (SVD). Twenty years ago no one would teach the SVD for un-
dergraduates. In twenty years from now, I guarantee you, SVD will be standard text-
book material. The SVD theorem is as follows. Let A be an arbitrary rectangular M X N
matrix. Then it is always possible to decompose A as

A=USV', (4.4)

where

e U is M x min(M, N) and has orthogonal columns UTU = 1. If M < N then U
will be square and unitary, UUT = 1.

e Vis N x min(M, N) and has orthogonal columns V'V = 1. If M > N then V will
be square and unitary, VV' = 1.

e S is min(M, N) X min(M, N) and diagonal, with entries S, = 0, > 0, which are
called the singular values of the matrix A. It is convention to always order the
singular values in decreasing order, oy > 03 > ... > o, > 0. The number of
non-zero singular values, called r, is known as the Schmidt rank of the matrix.

When the matrix is square, M = N, then both U and V become unitary. The sizes of A,
U, S and V are shown in Fig. 4.1. For future reference, I will also write down Eq. (4.4)
in terms of the components of A:

Ay = ) UioaVs, 4.5)
a=1

where the sum extends only up the Schmidt rank r (after that the o, are zero so we
don’t need to include them).

The SVD is not in general related to the eigenvalues of A. In fact, it is defined even
for rectangular matrices. Instead, the SVD is actually related to the eigenvalues of ATA
and AA". Starting from Eq. (4.4) and using the fact that UTU = 1 we see that

ATA = vs2yTf (4.6)
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By construction, the matrix ATA is Hermitian and positive semi-definite. Hence, we
see that V forms its eigenvectors and o2 its eigenvalues. Similarly, using the fact that
VVT =1 we get
AAT = US*UT .7

Thus, o2 are also the eigenvalues of AAT. It is interesting to note that when A is
rectangular, A"A and AA" will have different dimensions. The point is that the largest
of the two will have the same eigenvalues as the smaller one, plus a bunch of zero
eigenvalues. The only type of matrix for which the singular values are identically
equal to the eigenvalues are positive semi-definite matrices, like density matrices p.

One of the most important applications of the SVD is in making low rank approx-
imations of matrices. To do that, suppose A is N X N. Then it will have N? entries
which, if N is large, will mean a bunch of entries. But now let u© and v be vectors of
size N and consider the outer product wv’, which is also an N x N matrix with entries
(uv*)i_,- = u,-v*;. We see that even though this is N X N, the entries of this matrix are not
independent, but are completely specified by the 2N numbers u; and v;. A matrix of
this form is called a rank-1 matrix (just like the rank-1 projectors we studied before).

Going back now to Eq. (4.5), let u, denote a column vector with entries U;, and,
similarly, let v, denote a column vector with entries Vj,. Then it is easy to verify that
the matrix A in Eq. (4.5) can be written as

A= Zl Tatqu]. (4.8)

We have therefore decomposed the matrix A into a sum of rank-1 matrices, weighted by
the singular values o,. Since the singular values are always non-negative and appear
in decreasing order, we can now think about retaining only the largest singular values.
That is, instead of summing over the full Schmidt rank », we sum only up to a smaller
number of singular values r’ < r to get an approximate representation of A:

A = Z Tallg).. 4.9)
a=1

This is called a rank-7" approximation for the matrix A. If we consider just the largest
singular value (a rank-1 approximation) then we replaced N” elements by 2N, which
can be an enormous improvement if N is large. It turns out that this approximation is
controllable in the sense that the matrix A’ is the best rank-r’" approximation of A given
the Frobenius norm, defined as ||A|| = 3;; |A; j|2. That is, A’ is the rank-r" matrix which
minimizes ||[A — A’||.

Schmidt decomposition

I have introduced above the SVD as a general matrix decomposition, which is use-
ful to know since it appears often in many fields of research. Now I want to apply
the SVD to extract properties of quantum states. Consider again a bipartite system
described by the pure state

W) = > Yala,b). (4.10)
a,b
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With a moment of though we see that ¢, can also be interpreted as a matrix of coeffi-
cients. In fact, this matrix will be rectangular in general, with dimensions ds X dg. In-
terpreting the entries of the vector (4.10) as a matrix is the key idea behind the Schmidt
decomposition.

I know this is confusing at first. But this is just a reordering of elements. For

instance, the state
[¥) = +/plO1) + /1 = p[10),

can also be represented as a matrix with coefficients o, = +/p and 19 = /1 — p. The
same idea also applies if A and B have different dimensions. For instance, suppose A
is a qubit but B is a qutrit (3 levels) and they are both prepared in a state of the form

/) = @l00) + Bl02) + yI11).

The corresponding matrix v, will then be

a 0 B
l// - (0 ,y 0) )
which has dimensions 2 x 3.

The idea will now be to compute the SVD of the matrix ¢,,. Why this is useful,
of course, will become clear in a second. But it is interesting to note that this works in
general, even if i, is rectangular. Using Eq. (4.5) we see that this decomposition will
have the form

Var = ) TaUaaViy 4.11)

The matrix ¥, is special in that the state |i¥) must be normalized. This means that
> Wapl? = 1 which in turn implies that

Zag =1 4.12)
a=1

In general the singular values are simply non-negative. But for states i, they are also
normalized in this way.
Inserting Eq. (4.11) back into (4.10) now gives

W) = TalaVigla,b) = 3 7ol D" Uaalad

a,b,a @
We now define two new sets of states for systems A and B, as

jax) = Y Uaala), (4.14)

® [ D V,jalb)]. 4.13)
b

l@g) = D Vi lb). (4.15)
b

Note how these states are labeled by the same index a, even though they may be com-
pletely different (recall that we can even have d4 # dp). Notwithstanding, we notice
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that these states are orthonormal because of the properties of the SVD matrices U and
V.
Thus, we can now write our entangled state |y/) as

W) = ) calan) @ lag). (4.16)

This is way better than (4.10) because now we only have a single sum. It is a bit
like we diagonalized something (but what we did was find the singular values of ;).
Note also that this is exactly the type of state that we used in Eq. (3.21) when we first
introduced the connection between mixed states and entanglement. The step in going
from a general entangled state (4.10) to a state of the form (4.16) is called the Schmidt
decomposition of the state. The square of the singular values, 4, := o-i, are also
called Schmidt coefficients. As we will see, all the information about entanglement is
contained in these guys.

We have seen that a general state such as (4.10) will be a product state when v, =
Jf28» 1s a product of coefficients. But that can in practice be a hard thing to check. If
we look at the Schmidt form (4.16), however, it is now trivial to know when the state
will be a product or not: it will only be a product if ooy = 1 and all other o, = 0.
That is, they will be in a product state when the Schmidt rank is » = 1. We can even
go further and use the singular values/Schmidt coefficients to quantify the the degree
of entanglement. To do that, we compute the reduced density matrices of A and B,
starting from the state (4.16). Since the states |a4) and |ap) are orthonormal, it is
straightforward to find that

pa= ). oalaaXaal 4.17)

ps =) oalag)@sl (4.18)

Once we have these reduced density matrices, we can now compute their purity:

tr(p}) = tr(op) = Y oh = > A4 (4.19)

Quite remarkably, we see that the purity of A and B are equal (which is true even if
one has d4 = 2 and the other has dg = 1000). Thus, we conclude that the purity
of the reduced states can be directly used as a quantifier of entanglement. The more
entangled are two systems, the more mixed are their reduced density matrices.

Maximally entangled states

To summarize, I want to emphasize that all entanglement properties of a pure state
are contained in the singular values of ;. If one such singular value is oy = 1 then
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the others must be zero so the two parties are in a product state. Otherwise, their degree
of entanglement is quantified by the sum in Eq. (4.19). In particular, we now finally
have the tools to define what is a maximally entangled state: it is a state in which all
singular values are equal. Due to the normalization (4.12), this then implies

Oy = 7 (Maximally entangled states) (4.20)
r

As an example, consider a state of the form
[¥) = +/plO1) + /1 = p[10), p€l0,1]. 4.21)

We already know that if p = 0,1 the state is a product and if p = 1/2 it is a Bell
state (3.15). In this case the matrix ¥, will be

= %)

Recall from Eq. (4.6) that the singular values of ¢ are related to the square root of the
eigenvalues of y/". Well, in our case this is pretty easy because

17[1:

. 1- 0
= p
=157 0)
Whence, the singular values are simply
o1 = \p, oy =+1-p. (4.22)

When p = 0,1 we have one of the singular values equal to 1, which is the case of a
product state. Conversely, when p = 1/2 both singular values are equal and we have a
maximally entangled state. Thus, the Bell state (3.15) is the maximally entangled state.

A worked example
Let us work out an example in detail. Consider two qubits prepared in the state

V2

where ¢ and d are constants satisfying |c[> + |d]> = 1. For simplicity I will assume
they are real, so that they may be parametrized as ¢ = cos(6/2) and d = sin(6/2). If
(c,d) = (1,0) or (0,1) we recover the Bell states |®*) and [¥*) in Egs. (3.13) and
(3.14), which we know are entangled. Conversely, if ¢ = d = 1/ V2 we actually obtain
the product state |) = |[+)|+).

The reduced density matrices of A and B are

1(1 2ed\_1{1 sino
pA‘pB‘i(zcd 1)‘§(sin9 1)' (4.24)

d
)y = —=(100) + |11)) + —=(|01) +[10}), (4.23)
V2
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The Purity of the global state psp = [){(¢| is of course equal to 1, tr pi g = 1, since the
state is pure. But in general, the reduced density matrices ps and pp will be mixed. As
we just learned from Schmidt’s theorem, both will have the same purity,

1 +sin’@

> (4.25)

trp} = trpp =
It is true that in this case p4s = pp, but even in cases when ps # pp, both will still
have the same purity [Eq. (4.19)]. We see that the state is maximally mixed (purity 1/2)
when 6 = 0, 7 and that the purity is 1 when 6 = /2.
The matrix ¥, corresponding to the state (4.23) is

1 (¢ d
w_@(d C). (4.26)
If you try to plug this on Mathematica to get the Singular Value Decomposition, you
may get a bit frustrated. SVD routines are really optimized for numerics and can give
weird results for symbolics. In this case, however, the SVD (4.4) is pretty simple. I
will leave for you to verify that both U and V in this case are nothing but the Hadamard
gate.

1 (1 1
U—V—H—$(1 _1). 4.27)
That is,
W =HSH', (4.28)

where §' = diag(o 4, 0_), with the singular values

c+d c—d
oy = ——, o= ) (4.29)
V2 V2
Applying the recipe (4.19) should give you back Eq. (4.25).
Let us now find the Schmidt basis in Egs. (4.14) and (4.15). Since U = V = H,
in this case they are nothing but the |+) states. In fact, we may simply verify that the
original state (4.23) can actually be written as

(c+d) (c—d)
N [++)+ N

This is the Schmidt form of the state. I personally think it is quite nice. Note how,
when written like this, it becomes much more evident when the state will be entangled
or not, compared to Eq. (4.23).

) = | == (4.30)

Entanglement in mixed states

So far we have only considered the entanglement between bipartite systems which
are in pure states. A natural question therefore is how to quantify the degree of entan-
glement between parties that are in mixed states. That is, when not only are p4 and
pp mixed, but when p,p itself is already mixed. This question is actually much harder
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and is still an open topic of research. The reason is that it is not easy to distinguish
between quantum correlations and classical correlations. To see what I mean, have a
look back at the state (3.41). This is a classical probability distribution. However, the
sub-systems A and B are not statistically independent because p; ; cannot be factored
as a product of two probability distributions. This is therefore an instance of classical
correlations. We will get back to this topic soon.

Multipartite entanglement and Tensor Networks

Suppose we now have a N-partite system with basis elements |sy, ..., sy). Then the
most general state pure state of this system will be

W)= D Wl sw). 4.31)

The coefficients ¢, s, contain all the information about this system. It says, for in-
stance, that 3 is entangled to 25 but 1 is not entangled with 12. Or that 1,2, 3 taken as a
its a mess.

Understanding this mess is a big topic of current research. To complicate things
further, one has to notice that if the local Hilbert spaces have dimension d (e.g. d = 2
for qubits), then there will be @V different entries in the state (4.31). And that is a big
problem because for d = 2 and N = 300, 23% represents more particles than there are in
the universe. Thus, if we want to characterize the entanglement properties of only 300
silly qubits, we are already in deep trouble. This is not a computational limitation that
will be solved with the next generation of processors. It is a fundamental limitation.

However, this does not mean that all corners of Hilbert space are equally explored.
It may very well be that, in practice, all the action occurs essentially in a small part
of it. One is therefore set with the question of understanding which are the relevant
corners of Hilbert space.

A particularly fruitful approach to deal with these questions, which has gained
enormous popularity in recent years, is to interpret i, _, as a rank-N tensor. This
is the idea of Tensor Networks. The neat thing about tensors, is that one can employ
low-rank approximations. This is what was done, for instance, when we discussed the
SVD as an approximation tool in Eq. (4.9): matrix A;; has N? entries, but a matrix
of the form A;; = w;v; will only have 2N. Approximating a general A as a sum of
u;v; allows us to greatly reduce the number of entries. Another reason why Tensor
Networks are popular is that they allow one to draw diagrams that tell you who is
entangled with whom. Figuring out what parts of the many-body Hilbert space are
relevant is a million dollar question. Substantial progress has been done recently for
certain classes of quantum systems, such as one-dimensional chains with short-range
interactions. But the problem is nonetheless still in its infancy.
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State purification

We finish this section with the concept of purifying a state. Consider a physical
system A described by a general mixed state p4 with diagonal form

p = pdaxal

By purification we mean writing this mixed state as a pure state in a larger Hilbert
space. Of course, this can obviously always be done because we can always imagine
that A is mixed because it was entangled with some other system B. All we need is
to make that formal. One thing we note from the start is that state purification is not
unique. The system B can have any size so there is an infinite number of pure states
which purify ps. The simplest approach is then to consider B to be a copy of A. We
then define the pure state

Wy =) VPala)®la) (4.32)
Tracing over B we get
trg )yl = p (4.33)

Thus, |y) is a purified version of p, which lives in a doubled Hilbert space. Notice how
the probabilities p, appear naturally here as the Schmidt coefficients.

4.2 Mutual information

In the previous section we saw how the Schmidt decomposition could be used to
quantify the amount of correlations in bipartite pure states. Any state that has Schmidt
rank larger than 1 is entangled. And the degree of entanglement can be measured by
the purity of the reduced states, such as p4 = trg [){(¢|. Quantifying correlations in this
case is therefore extremely clean and operationally smooth. Unfortunately the same is
not true for more complicate states.

By “complicated” I mean one of two things. We can either try to quantify entan-
glement in multipartite systems (e.g. 3 qubits) or we can study correlations in mixed
states. In both cases, the question on how to quantify quantum correlations is still
very much an open topic of research. In this section I will start by discussing the topics
which are more or less well established and then afterwards show you some of the most
prominent current research directions.

I want to start with a very general kind of quantifier, which is by far the most useful.
Let us recall our discussion on von Neumann’s entropy in Sec. 2.8. Given a quantum
state p, the von Neumann entropy is defined as

S(p) = —tr(pIn p). (4.34)

The entropy defines the lack of information we have about a quantum state. It is zero
when the state is pure (because in this case we have all information — we know exactly
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what the state is). Moreover, it is Ind when the state is the identity 7 = I/d (maxi-
mally mixed state). Another quantity, intimately related to S (p), is the relative entropy
(Kullback-Leibler divergence). Given two density matrices p and o, it is defined as

S(pllo) =tr {p Inp—-pln 0'}. (4.35)

The relative entropy represents a kind of distance between p and o. It satisfies S (pl|o") >
0, with equality if and only if p = 0. To make the link between the von Neumann en-
tropy and the relative entropy, we compute the relative entropy between a state p and
the maximally mixed state 7 = I/d. It reads S (p||r) = =S (0) + Ind. This motivates us
to define the information we have about a quantum state as

I(p) = S(plir) = logd — S (p). (4.36)

The information is therefore the distance between p and the maximally mixed state.
Makes sense.

The logic behind Eq. (4.36) is extremely powerful and is the basis for most quan-
tifiers in quantum information theory. In (4.36) we wish to quantify information, so
we consider the distance between our state and a reference state, which is the state for
which we have no information.

We use this idea to introduce the concept of Mutual Information. Consider a
bipartite system AB prepared in an arbitrary state p4p. This state will in general not be
a product, so from the marginals ps = trg pap and pp = try pap, We cannot reconstruct
the original state. That is, ps ® pp # pap. We then ask, what is the information that is
contained in p4p, but which is not present in the marginalized state p4 ® pp. This is a
measure of the correlations present in p45. This can be defined as the distance between
pap and the marginalized state p4 ® pp:

10, (A:B) = S(paslloa ® pp).

Due to the properties of the relative entropy, this quantity is non-negative and zero if
and only if psp is a product state. For this reason, the mutual information quantifies the
amount of correlations in p4p. Using Eq. (4.35) we can also write

S(paslloa ® pp) = =S (pap) — tr {pAB hlpA} —tr {PAB lan}-

But now we can compute the partial traces in two steps. For instance,

—tI'{pABh’lpA} = —1ry {'[I‘B [,OAB ll’lpA} = —1ry {pA lnpA}.

Hence, we find that the mutual information may also be written as

10,5(A:B) = S(paslloa ® pp) = S(pa) + S(pp) = S(pan)- (4.37)

The mutual information quantifies the total amount of correlations present in a state,
irrespective of whether these correlations are classical or quantum. It is, by far, the most
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important quantifier of correlations in quantum information theory. It is also extremely
easy to use. A harder question to address is “how much of 1,,,(A : B) is quantum and
how much is classical.” That is a big question and still an open topic of research. We
will talk more about it below. If the state p4p is pure than S (o) = 0. Moreover, as we
saw in Eqgs. (4.17) and (4.18) of the previous section, the eigenvalues of p4 and pp in
this case will be the same. Hence S (p4) = S (05). We therefore conclude that, for pure
states,

1,,,(A:B) =25(pas) = 25(op), (for pure states). (4.38)

When the state is pure, all correlations are quantum and correspond to entanglement.
Hence, we see that in this case the mutual information becomes twice the entanglement
entropy.

As a byproduct of Eq. (4.37), since 1,,(A:B) > 0, we also learn that

S(pa) < S(pa) + S (pp). (4.39)

This is called the subadditivity of the von Neumann entropy: the entropy of the whole
is always lesser or equal than the entropy of the parts.

Next consider now the information (4.36) of a quantum state p,p (not the mutual,
just the standard information). It reads 7 (psp) = logdadp — S (pap). Using Eq. (4.37)
we can write this as

I(pap) = I(pa) + I (pp) + 1,,,(A:B). (4.40)

This makes the physical meaning of the mutual information particularly clear: The total
information 7 (p4p) contained in the state psp is split into the local information, con-
tained in the marginals p4 and pg, plus the mutual information that is shared between
A and B.

As we just saw, the mutual information is a distance between a state p4p and the
marginalized state py ® pg. We can actually make this a bit more general and define
the mutual information as the minimum distance between p, 5 and all product states,

1,,,(A:B) = (£nl(£1 S(paslloa ® op), (4.41)

where 04 and op are arbitrary states of A and B. It is easy to convince ourselves that
the closest product state to p4p is actually p4 ® pp. To do this, we use the definition of
the relative entropy in Eq. (4.35) together with the fact that p4 and pp are the marginals
of pap, to write

S(paslloa ® o) = S(paslloa ® pp) + S(pa ® palloa ® o) = S(paslloa @ pa),

since the relative entropy is non-negative. Hence, the minimization clearly occurs for
oA = pa)- We thus see that out of the set of all product states, that which is closes
to pap (“closest” in the sense of the relative entropy) is exactly ps ® pp.
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4.3 Other quantifiers based on relative entropies

A very nice idea

The reason why it is interesting to write the mutual information as the minimization
in Eq. (4.41) is because it introduces an extremely powerful idea:' suppose we want to
quantify some property P of a quantum state p. Any property. We then first define the
set S of all states which do not have that property. The distance between p and the
closest state without that property can then be used to quantify that property:

P(p) = min S (pljor). (4.42)

This is one of the basic ideas behind quantum resource theories. We say a property
is aresource. And we establish what are the set of states which do not have that resource
(the free states). The amount of resource that a state p has can then be associated with
the minimum distance between p and the set of resourceless states. If this distance
is large, then p will have a substantial amount of this resource. There is also another
essential piece to resource theories, which are the set of operations one can perform
and which do not increase a resource. We will talk more about this when we discuss
quantum operations in general, next chapter.

The relative entropy of coherence

To give you an example, consider a specific basic |i) of a quantum system. And let
us suppose that the property we wish to quantify (our resource) is how much coherence
a state has with respect to this basis. We then first define the set 7 of incoherent states
(with respect to the basis |i)). This will be the set of all states which are diagonal in this
basis,

5= sliXileT. (4.43)
Given a state p, we can now quantify the amount of coherence present in it by
C(p) = min S (p||9).
oel
This is called the relative entropy of coherence.” In this case the minimization can

again be done in closed form. Given a general p = Zpijlile, define pgiag = Z_p,-,-li)(il

ij i
as the state containing only the diagonal entries of p in the basis |i). One may then
verify that for any 6 € 7, tr(plog 6) = tr(pgiag log 6). This allows us to write

S (pl16) = S (pdiag) = S (p) + S (Paiaglld) = S (Pdgiag) = S (0).

I See K. Modi, et. al., “Unified view of quantum and classical correlations”. Phys. Rev. Lett., 104,
080501 (2010).

2T, Baumgratz, M. Cramer, and M. B. Plenio, “Quantifying coherence”, Phys. Rev. Lett., 113, 140401.
(2014).
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Hence, the minimum occurs precisely for 6 = pgiae, S0 that the relative entropy of
coherence may be written as

Clp) = min § (pl|6) = S (Paiag) = S (0). (4.44)

el

This quantity serves as a faithful measure of the amount of coherences in a basis |i),
present in a quantum state p.

Separable states and LOCC

Ok. Let’s go back to quantum correlations. A bipartite state p4p is said to be
separable if it can be written in the form

pan = ), pi P ® P, (4.45)

where pg and pjg are valid density matrices for systems A and B. This is a typical state
mixing classical and quantum stuff. The states o, and pj, can be anything we want.
But we are mixing them in a classical way. With some classical probability p; system
A is prepared in p} and B in py,, with a probability p, they are prepared in p3 and p3,
and so on. Thus, even though quantumness may be hidden inside the o, and the pl,
the correlations between A and B are purely classical, being related simply to a lack of
information about which preparation took place.

It can be shown that separable states can be produced solely with Local Operations
and Classical Communications (LOCC). That is, they can be produced by doing stuff
locally in A and B, as well as sending WhatsApp messages. For this reason, sepa-
rable states are said not to be entangled. That is, we define entanglement for mixed
states as states which are not separable. Following the spirit of Eq. (4.42), the amount
of entanglement in a quantum state psp can be quantified by the relative entropy of
entanglement:

E(pap) = min S (paglloas), (4.46)
TABES

where S is the set of separable states. Unfortunately, no closed form exists for E(oap).
And, what is worse, this quantity is notoriously difficult to compute. In fact, this is
considered one of the major open problems in quantum information theory.

This is frustrating since entanglement is a key resource in quantum information
processing applications. An alternative way to quantify entanglement using what is
called the Entanglement of Formation (EoF). This at least has a closed (albeit ugly)
formula for two qubits. The idea is as follows. We know how to quantify entanglement
for pure states. In this case the entanglement entropy is simply the von Neumann
entropy of the reduced states,

S =S(pa),  pa =trgly)l. (4.47)
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Given a mixed state p4p, we therefore look into all possible decompositions of it in
terms of an ensemble of pure states. That is, decompositions of the form

pan = ), qivWil. (4.48)

where ¢g; are probabilities and |i;) are arbitrary states. The entanglement of formation
is then defined as

Erlpap) = min " q; EQWi), (4.49)

where the minimization is done over all possible decompositions into ensembles of
pure states.

For the case of two qubits, one can find a closed formula for E(p4p) which reads as
follows.> T will list it here in case you ever need it in the future. But please, don’t let
the messiness of the next few lines interrupt your reading.

Define a matrix

PaB = (O-y ® O-y)pj;B(O-y ® O-y)~

where p* is the complex conjugate of p. Then define the matrix

R = | VpaB PaB \PAaB.

(Yeabh, this is ugly. I know.) Next let 1; < A; < A3 < A4 denote the four eigenvalues of
R in decreasing order. We then define the Concurrence as

Clpap) = max {o, A== s — 14}. (4.50)

The Concurrence in itself can already be taken as a measure of correlations, being 0
whenever a state is separable and 1 for the case of Bell (maximally entangled) states.
The entanglement of formation is then given by

1+ VI—CZ)
2

Erlpag) = H( ., Hx)=-xlogx—(1-xlog(l-x). (4.51)

Although ugly, this formula is still widely used as a quantifier of entanglement. It does
not measure the entanglement in the nice distance-based way of Eq. (4.46). Rather, it
quantifies the number of Bell pairs required to create a quantum state.

Example: Werner state

As an example, consider the Werner state of two qubits:
I
p=py+(- PP P, (4.52)

where [¥*) = (01) +]10))/ V2 is the Bell state. The Entanglement of Formation (4.51)
for this state is plotted in Fig. 4.2 as a function of p. When p = 0 we have just the Bell
state so &g = 1. As p increases, & goes down up to p = 2/3, after which & = 0.
This means the state becomes separable for p > 2/3.

3S. Hill, W. K. Wooters, “Entanglement of a Pair of Quantum Bits Scott”, Phys. Rev. Lett., 78, 5022
(1997).
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Figure 4.2: Entanglement of Formation & [Eq. (4.51)] as a function of p for the Werner
state (4.52).

4.4 Quantum Discord

Classical-classical states

We continue with the discussion on how to quantify the quantum aspects of cor-
relations. This separation of what is quantum and what is classical is not sharp and
there are different ways of looking at the problem. As we saw, separable states of the
form (4.45) are said not to be entangled because any correlations comes solely from the
probabilities p; that represent a classical uncertainty about the preparation. However,
that does not mean that the pg and pg don’t have a lot of quantumness in them.

So let us take another approach. Can we at least agree on a state which, although
correlated, can be considered to be fully classical, in absolutely all senses imaginable?
Yes, it is a state of the form

pas = ) piflijXijl (4.53)
ij

where p;; are probabilities and [i)4 and | ) represent arbitrary bases of A and B. Why is
this state classical? Because it satisfies absolutely all properties expected from classical
probability theory. Or, put it differently, for a state like this all we need is the joint
probability distribution p;;. From it we can deduce any other property.

Let me try to explain what I mean. In classical probability theory if you are given a
joint probability distribution p;; of A and B, one can compute the marginal distributions
by simply summing over the undesired index:

Pl = Zpij, P} = Zpij- (4.54)
7 i

On the other hand, given a quantum state psp, we can compute the reduced density
matrix by taking the partial trace. For instance,

pA =tppap = Zl’ij|i><i|'
ij

But we can also write this as

pa= 2| 2wl = 3 i
i J i
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Thus, we see that taking the partial trace is the same as just computing the marginal
distribution p?. We don’t even need the quantum state: we can simply operate with a
probability distribution.

But there is also a stronger reason as to why the state (4.53) can be considered
classical. And it is related to measurements and conditional probability distributions.
In probability theory we define the conditional distribution of A given B as

paj =24, 4.55)
Pj
This represents the probability of observing outcome i for A given that outcome j for
B was observed.

Here is where things get interesting, because in quantum mechanics, in order to
observe an outcome for B one must perform a measurement on it. And, as we know,
measurements usually have a backaction. The state (4.53) precisely because it does
not. Suppose we measure B in the basis | j). If outcome |j) is observed, the state of AB
after the measurement will then be updated to

pan = l}j[lA ® ) lJoas| 1 @ il (4.56)

where
pi =t |12 ® ) lfpas| s ® 1)1 .57)

Applying this to the state (4.53) yields
|14 1) |pas| L ® 11| = 3 piliii (4.58)

To compute p; we take the trace. Not surprisingly, we find that p; = pf = )i pij> the
marginal of B. That is, the probability of finding outcome j when we measure B is
simply the marginal distribution pf . The conditional state, given that j was observed
also becomes i
pamj = Y | =Hlifiil

i P
The reduced density matrix of B is simply pp; = |j){jl. And, what is the interesting
part, the reduced density matrix of A will be

1

Dij . ,. N
Py = twpam; = ) Gl = ) puliil (4.59)
J i

We see that this is once again nothing but what one would obtain from the conditional
probability distribution (4.55). The basis elements [i){i| aren’t really doing anything
interesting. They are just sort of hanging in there.

To summarize, the state (4.53) can be considered a genuinely classical state because
it satisfies all properties expected from classical probability theory. There exists bases
sets {Ii)4} and {|j)p} for which no backaction in the measurements occur, so that the
notion of conditional probability can be defined without a problem. The state still has
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correlations because in general p;; # pf‘ pf . But these correlations are fully classical.
States of the form (4.53) are also called classical-classical states, not because they are
really really classical, but because they are classical on both sides A and B. I think
it is really nice how the density matrix formalism contains all of classical probability
theory. Density matrices can go from purely quantum stuff to purely classical.

Mutual information for classical-classical states

The fact that the state (4.53) is fully classical also means that information-theoretic
quantities for it can be written as in classical information theory. For instance,

S(pap) = Zpij log pij,
7

S(pa) = ) pilog pf

S(os) = ) p¥log pt.
]

The Mutual Information (4.37) can be written in a neat way if we write, for instance,
S(pa) = Z pijlog p}'.
ij

This formula is true because j only appears in the first p;;, so that if we sum over j we
get 3 pij = pf‘ But with this trick we can write all 3 terms in Eq. (4.37) in a single
sum, leading to

Dij
I(A:B) = ) pijlog =5 = D(paslipaps), (4.60)
ij p’f Pj
where D(pagllpapp) is the classical version of the relative entropy (4.35),

D(plig) = ) pilog pila: .61)

This result provides an intuitive feel for the mutual information. It simply quantifies the
ratio between the probability distribution p;; and the marginalized distribution p;‘ pf.

We can also write it in terms of the conditional distributions p;; in Eq. (4.55). It
then becomes

Dilj
TA:B)= ) p) Y ploe” & = D p) Dpajlloa) (4.62)
T i

An analogous formula can be written by conditioning over A instead of B. This formula
has a very nice interpretation. The mutual information is simply the average of the
relative entropy between the distribution of A given j and the distribution of A without
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knowledge of j. The quantity p;;/ pf‘ represents how much learning something about
B affects the outcomes of A.

We can also write (4.62) in a third way. If we split the log in two terms, the one
involving p? will simply reduce to

_przpﬂlegp? = ‘ZP,AIngf‘ — H(A).
J i ;

This is the Shannon entropy H of the distribution p4. As for the other term, we define
the conditional entropy

H(AIB) = = " p? > pyjlog pyj. (4.63)
J i

The entropy H(A) measures the lack of information we have about A. The conditional
entropy H(A|B) measures the lack of information about A given we know what the
outcome of B is. In terms of these quantities, the mutual information (4.62) can be
written as

I(A:B) = H(A) — H(A|B). (4.64)

Thus, the mutual information is nothing but the difference between how much you
don’t know about A and how much you don’t know about A given that you know
B. Of course, again, the results are symmetric in A and B so that it is also true that
I(A:B) = H(B) — H(BIA).

Quantum-classical states

The results above for the mutual information apply only for the classical-classical
state (4.53). Let us now explore what happens when we start to introduce some quan-
tumness in our state. The next best thing would be a classical-quantum state

pan= 3,0} ® [pPLi)s] (4.65)
J

where p‘;‘ are arbitrary density operators for A. This state behaves in a simple way with
respect to B, but may contain a bunch of quantumness in A. The reduced states are:

pa= . phel,
J

ps = P
J

As aparticular case, if p? = 3, pijliX(il, then we recover the classical-classical state (4.53).
To give an example, suppose A and B are qubits with pfy = [0)(0] and pf = [+)(+].
Then
pag = Pol0XO] @ [0XO0] + pPl+X(+ @ [1)(1]. (4.66)
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The reduced state of A will then be

pa = poI0XO] + pr+)(+.

We now try to play with conditional distributions and see what happens. First,
suppose we measure B in the basis |j). Following the same steps in Eq. (4.58), we get

| 1l oas|1a @ 11| = o | P21

Thus, the probability of obtaining outcome j is simply pf , as expected. Moreover, the
conditional state of A given that j was observed is

paij = £}, (4.67)

which of course makes sense.

But now we try to measure A instead. Here things become tricky because, in gen-
eral, it is impossible to find a measurement that does not have a backaction, like in
the classical-classical case. This becomes quite clear if we look at the example in
Eq. (4.66). If we measure A in the computational basis, there will be a non-trivial
backaction in the |+){+| part. And if we measure A in the |+) basis, there will be a
backaction on the |0){0| part. Thus, if we do stuff from B’s side, we get usual proba-
bility theory, but if we do it on A’s side, we get quantum behavior. It is important to
realize that even in the classical-classical case, one can still have measurement back-
action. But in that case there exists a choice of measurement for which there is no
backaction. In the case of the quantum-classical case such a measurement scheme, in
general, does not exist. That is the fundamental difference between both cases.

Quantum discord

Let us now turn to the Mutual Information for the quantum-classical state (4.65).
The Mutual Information is of course given by Eq. (4.37). That definition is rock solid
and always holds, no matter what type of state. However, we also showed that in the
classical-classical state we could write it as (4.64). This way of writing is nice because
it relates information to the difference in entropy between the case where you know, and
the case where you do not know, the other side. Can we have an equivalent formulation
valid for more general states?

The answer is “sort of”. First, we need to realize that the type of measurement
matters. The amount of information we can learn about A given that we measured B,
depends on what measurement we did on B. So let us make things a bit more formal
by using the concept of generalized measurements studied in Sec. 2.7 and 3.4. Let
Mf denote a set of measurement operators acting on B, satisfying Zk(Mf)TMf =1
We then start with an arbitrary state p4p and perform the M f measurement on B. The
probability of outcome k will be

Pl = tr{(IA ® MO)pap(Ix ® M,f)*}, (4.68)
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and the state of AB given that outcome k was obtained, will be

(In ® MP)pap(In ® ME)T
Pk -

PABlk = (4.69)
From this we compute the reduced state of A, psr. We then define the conditional
entropy

Su(AIB) = " pES (oa). (4.70)
k

I write this as S, to emphasize that it depends on the choice of measurement {M,f }.
This quantity represents the total lack of knowledge on the state of A given that that we
know the outcomes of the M f measurement.

Finally, from this we can now define

Im(AIB) = S (pa) — S m(AlB). 4.71)

This quantity represents how much the information about A was updated given the
knowledge we learned from measuring B. It is the generalization of Eq. (4.64) for
arbitrary quantum states.

The key point however, which we will now explore, is that for general quantum
states Jy(A|B) is in general not the same as the mutual information 7 (A : B). Their
difference is called Quantum Discord:

Ou(AIB) = I(A:B) — Jy(AB). 4.72)

The discord is always non-negative (as we will show in a second). It represents the
mismatch between the total amount of shared information between A and B and the in-
formation gain related to the specific choice of measurement M f . There is a “Discord”
because in quantum theory the type of measurement matters and may not give you the
full information.

In fact, we can even make that more rigorous: we can define a measurement inde-
pendent discord by minimizing the distance (4.72) over all possible measurements:

QAIB) = leligl Qum(A|B). (4.73)

The remarkable feature of quantum mechanics is that there exists states for which this
quantity is non-zero, meaning no measurement is capable of recovering the results
expected from classical probability theory. Computing this minimization is not an easy
task, which is a bummer. And also, sometimes the measurement which extracts the
largest information is actually quite crazy and would be impossible to perform in a
lab. But nevertheless, you have to agree with me that conceptually the idea is quite
beautiful.
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Discord in quantum-classical states

Let us now go back to the quantum-classical state (4.65) and explore these new
ideas. We begin by proving something called the joint entropy theorem. Consider the
spectral decomposition of each p;.‘ in the form

o = D" Pl
k

Remember that the p;.‘ are just arbitrary density matrices of A. Thus, for the same j, the
|k ;) form an orthonormal basis, (k;|g;» = dx,. But for different j there is no particular
relation between them, (kjlg;) # ;4. The quantum-classical state (4.65) can then be
written as

pas = ) PPl ks s jl (4.74)
k.j
The states |k;, j) form an orthonormal basis since

kjs jlgj, ') = 6, i¢kjlg;) = 60k q-

Thus, we conclude that the eigenvalues of psp are simply p;‘lj plf .
The von Neumann entropy of p4p will then be '

S(pap) = —trpaplogpap = - Z PP} log pi;ph-
k.j

Splitting the log in two terms allows us to identify known structures:

= > pipilogpf = =" pPlog pf = H(py),
k,j J

A _B A B A
_Zp]djpj IngkU = ZP,‘S(PJ')'
k.j J

We thus arrive at the joint entropy theorem,

S( Dot @ 1pMilel) = Hepw) + Y, pES (o). @75)
J J

The connection with quantum discord can now be made clear. The mutual infor-
mation (4.37) for the quantum-classical state becomes

I(A:B) = S(pa) + S (o) = S (pan)
= S(pa) + H(ps) = H(pw) = ) p}S(p?)
J

=S(oa) = - Y. PIS (o)
J
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Figure 4.3: Basis dependent quantum discord (4.72) for the quantum-classical state (4.66) and

a projective measurement performed in the basis (4.76). (a) When the measurement
is performed in A. (b) Measurement performed in B.

This is nothing but J);,(A|B) in Eq. (4.71). Thus, we see that for a quantum-classical
state, if we measure B in the basis |j) there will be no discord at all. Of course, if we
measure B in some crazy basis, there will be a discord. But at least there exists one
basis for which the minimization in Eq. (4.73) gives exactly zero.

The discord, however, is not symmetric in A and B. That is the whole point of hav-
ing a quantum-classical state. So even though there exists zero-discord measurements
on B, in general this is not the case for measurements performed on A. That is, even
though we may have Q(A|B) = 0, we may very well have Q(BJA) # 0.

To illustrate this, let us consider the quantum-classical state in Eq. (4.66) and let us
suppose that we perform projective measurements on each qubit in the basis

In.) = cos(6/2)|0)+e" sin(6/2)|1), In_)y = —e~ sin(6/2)|0)+cos(8/2)|1). (4.76)

In Fig. 4.3 we show the basis dependent discord (4.72) as a function of 6 for the case
where the measurement is performed in A and in B. The curves suppose p = 0.3. In
the case of measurements in B the discord turns out not to depend on ¢. The curve for
when the measurement is performed in A [Fig. 4.3(a)] represent multiple values of ¢.

As can be seen, when the measurement is performed in B, which is the classical
side of the quantum-classical state, there exist values of 6 for which the discord is zero.
This is precise 6 = 0, which means measuring in the computational basis. Conversely,
when the measurement is performed in A, no matter what measurement direction (6, ¢)
we choose, we always get a non-zero discord.
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Chapter 5

Open quantum systems

5.1 Overview of quantum operations

The evolution of closed systems is described by unitary operations
o =UpU", U'u=1. (5.1)

As we already saw in previous chapters, this is not the most general type of transfor-
mation taking density matrices to density matrices. The most general map is called a
quantum operation or quantum channel. It has the form

P =8p) =) MpM], (5.2)
k

where {M;} is a set of operators satisfying the condition

D MM =1, (5.3)
k

known as Kraus operators. If the set {M;} has only one operator, we are back to
Eq. (5.1). The map described by Eq. (5.2) is called Completely Positive and Trace
Preserving (CPTP). The trace preserving condition is ensured by Eq. (5.3). The term
“completely positive” means that it takes positive operators to positive operators.

There are four names in this chapter: Kraus, Stinespring, Lindblad and Choi. Here
is what each name is associated with:

o Kraus: the representation of a channel as in Eq. (5.2).

e Stinespring: a channel of the form (5.2) can always be viewed as the interac-
tion of a system with an environment (hence justifying the name open quantum
systems).

o Lindblad: a way to write the map (5.2) as a differential equation dp/dt = ....
This is a bit like how von Neumann’s equation is derived from (5.1). It is only
possible when the environm
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o Choi: a weird, but super fancy way, of representing channels. ent is very large.
We will investigate each of these ideas throughout this chapter. In the remainder of this
section, I want to show you first how the four names appear in a specific example.
Kraus: amplitude damping

Consider a qubit system and let

1 0 0 A
A (N ) "

with A € [0, 1]. This is a valid set of Kraus operators since MSMO + MIMl =1. Its
action on a general qubit density matrix reads:

(p 61) /[/l+p(1—/l) gV1-2
pP = - p =

’ gVN1T=2  (1-2(1-p)

]. (5.5)
g 1-p

If A = 0 nothing happens, p’ = p. Conversely, if 4 = 1 then

pqﬁzg 9. (5.6)

This is why this is called an amplitude damping: no matter where you start, the map
tries to push the system towards |0). It does so by destroying coherences,

qg—gN1-24, 5.7
and by damping the populations,
p—A+pd-2. (5.8)

The larger the value of A, the stronger is the effect. This is Kraus.

Stinespring: system-environment interaction

Now let’s look at Stinespring. Consider two qubits, which we label S (for system)
and E (for environment). And assume that they interact unitarily with a Hamiltonian
of the form

H =gt +8ch), (5.9)

where g is some parameter. The corresponding unitary evolution matrix will be
1 0 0
0 cosgt —isingt

0 -—isingt cosgt
0 0 0

U :e_iH’ = (510)

- O O O
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Now suppose that the ancila starts in the state |0)r whereas the system starts in an
arbitrary state pg. They then evolve unitarily as in Eq. (5.1):

e = Ulps © 10)0le U, G.11)

Taking the trace over E gives us the reduced density matrix of S':

p+ (1= p)sin’(gn) q cos(gr) ] (5.12)

ps =g psp =
> St [ q* cos(gr) (1 = p) cos*(gr)

But now comes the key point. If we look at this result for a second, we realize that
it has the same structure as the amplitude damping result (5.5), provided we define

A = sin’(gr). (5.13)

Notice how subtle this is: I am not talking about the evolution in time. In fact, in the
Kraus map (5.5) we don’t even have time. What I am talking about is the structure of
the map; the structure of how an input state pg is processed into an output state pf.
This is Stinespring: the effect of a quantum channel can be viewed as the interaction
of a system with an environment, followed by a partial trace over the environment.

Lindblad: quantum master equation

Next consider a differential equation of the following form:
4 _
a7

where {A, B} = AB + BA is the anti-commutator. This is called a Lindblad master
equation. One thing we can easily check is that it is trace-preserving: since the trace
is linear, it follows from the cyclic property that

1
oopo - E{cncr_,p}], (5.14)

i trpo=ytr [0’+p0'_ - l{a'Jro'_,p}] =0. (5.15)
dr 2
Thus, tr p does not change in time. If it starts at 1, it stays at 1. Must less obvious is
the fact that Eq. (5.14) preserves positivity. This is, in fact, why Lindblad got his name
associated to this equation:' he showed that terms of the form LpL" — %{LTL, p} always
preserve positivity, provided the constant in front is positive.

Using a parametrization of the form (5.5), the master equation (5.14) can be split
into two decoupled differential equations:

d - -
T=yvi-p o PO =pee +(1- e,
dg _ _vq Ry
T - q(t) = qoe ™"

! Around the same time Gorini, Kossakowski and Sudarshan also showed similar results. But, as with
many things in science, Lindblad got most of the credit. That is slowly changing and a lot of people are now
calling Eq. (5.14) the GKSL equation. Maybe I should do the same!
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Comparing this with Eq. (5.5) we see that the evolution stemming from (5.14) can also
be viewed as an amplitude damping channel, provided we identify

A=1-e. (5.16)

If t = 0 then A = 0 and nothing happens. If # — co then 4 — 1 and the system collapses
completely towards |0), as in Eq. (5.6).

The names of Kraus, Stinespring and Lindblad are by far the most important and
we will begin discussing them in more detail starting next section. But before doing so,
I would like to tell you a bit about 3 slightly more advanced ideas. My goal is simply to
illustrate how general and powerful the formalism we are dealing with is. If the above
sections seem confusing, please skip to Sec. ??.

Choi: weird sorcery

First, I want to tell you briefly about the Choi matrix, which is a powerful mathe-
matical tool for proving theorems about quantum operations. Suppose that our system
is actually composed of two qubits, A and B. We then act on only one of the two,
say B, with the amplitude damping channel (5.4). This means that our quantum opera-
tion (5.2) will have the form

Pas = Es(pa) = Z(]A ® Mopas(Ia ® My). (5.17)
*

Here I wrote Eg to emphasize that the map is acting only on qubit B. Now consider the
action of this map on a unnormalized Bell state,

1€)ap = 100) + [11). (5.18)
As aresult we get a matrix,
1 00 Vi-2a
Ae=8s0@@w=| o 10 o (5.19)
I-2 0 0 1-2

This is the Choi matrix. The reason why it is useful is because, surprisingly, it turns
out that it completely characterizes the channel. Every channel & has, associated to it,
a corresponding Choi matrix Ag. And the Choi matrix completely defines the channel
in the sense that from Ag one can reconstruct &. This is surprising because it means
that, in order to know how a channel will act on all quantum states, it suffices to know
how it acts on the maximally entangled state |Q) in Eq. (5.18). I know this is not at all
obvious just by looking at Eq. (5.19). But I will show you next section how to do this.

Measurements and trace non-increasing maps

We saw in Sec. 2.7 that a generalized measurement was also defined by a set of
Kraus operators {M;}, where k labels the different outcomes of the measurement. And
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if outcome £ is obtained, the state p is updated to

MM
p = pi = £ (5.20)
Pk

where p; = tr(MkpMz). This map definitely takes valid density matrices to valid den-
sity matrices. However, it has a fundamental difference with respect to the maps we
discussed before: it is non-linear because p also appears in the probabilities p;. 1
think this kind of funny: professors and books always pound in our heads the idea that
quantum mechanics is linear. But measurements are not linear.

We can recover linearity if we consider instead a map of the form

Exlp) = MM, (5.21)

This is definitely linear, but it no longer preserves the trace. It is an example of a
Completely Positive Trace Non-Increasing (CPTNI) map. The trace cannot increase
because, since ) ; MZMk = [, it follows that MZMk < 1. The fact that it no longer pre-
serves the trace may at first seem disturbing, but we can always normalize it whenever
we need it, by writing p, = E(p)/ tr Ex(p). Thus, we can keep linearity, as long as we
get used to working with states that are no longer normalized. That is the idea of “trace
non-increasing maps”.

Maps from one Hilbert space to the other

Finally, another powerful idea that I want to introduce (which will either make your
head go boom, or make you extremely confused) is the notion that quantum channels
can also be defined to map states from one system to another. Let us go back to the
Stinespring system-environment map in Eq. (5.11). We calculated pj , and then traced
over E to get pg; this formed a map that took us from pg (a state of §) to pg (another
state of S). But we could have, just as well, taken the trace over S. This would then
lead to a state o}, which reads

p+ (1 - p)cos’(gr) g sin(gr)

Pg =1trs pgp = (5.22)

¢’ sin(g1) (1= p)sin’(gn)
This is similar to p§ in Eq. (5.12), but with sines replaced by cosines and vice-versa.
The point is that this result can now be viewed as a map from pg to pg:

P = Es—E(ps). (5.23)

This is a linear map, taking each state pg of S to a state p}, of E. Of course, this is for
a given fixed initial state of E. If we were to use different pg’s, we would get different
results. But in the spirit of linear maps, this is taking a state of S to a state of E. Here
S and E have the same dimensions, but this does not have to be the case. One can also
define maps form a Hilbert space of dimension d; to a Hilbert space of dimension d,.

These kinds of maps are important because they represent the transfer of quantum
states. The idea is that £ may represent an empty register, |0). Then we come in with S
and we wish to transfer the quantum state of S to the empty register E. The map (5.23)
describes this process.
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5.2 Stinespring representation theorem

In this section we make the Stinespring argument more rigorous. Consider a system
S with arbitrary density matrix ps. Now suppose this system is coupled to an environ-
ment E, which can have any dimension, but which we assume is prepared in a certain
pure state |i) (we will lift this restriction in a second). The composite S + E system
then interacts via a unitary U (Fig. 5.1) after which we trace over the environment. This
leads to a map

Eps) = tre {Ulps ® W)Wl (5.24)

This map is clearly linear in p. It is also CPTP because we know that both unitary
dynamics and partial traces are CPTP, so the operations we are doing are certainly
on the safe side. In order to take the trace over E, we introduce a basis |k)g for the
environment, leading to

Elps) = Y (KU (sl )}y U k)
k

= " kU ps AU k). (5.25)
k

This last step is a bit confusing, I know. What I did was split |¢){¥|g in two and pass
the left one through pg. I am allowed to do this because |)g lives in the space of the
environment and thus commutes with pg.”

The quantities ;(k|U|y)g are still operators on the side of the system, as the con-
traction was done only on the side of the environment. If we define

My = g(KIUW)E, (5.26)

we then see that Eq. (5.25) may be written in the form of a quantum channel,

E(ps) = ZMszMZ-
V

2 You can also see this in a more clumsy way using tensor products. Any unitary U of S E can always be
written as U = ), A, ® B,, where A, B are operators of S and E respectively. In tensor product notation, the

kets k) shouldnbe written as Is ® |k)g. The map (5.24) may then be written as

&)= 3 (15 @ <u) 2400 Baos @ W) ; Ay By|1s @ 1)

= D Aaps Al GKBalp)WIBLIO
ap

= (Z Aa<k|Ba|w>)ps ( ZA;<w|B;|k>),
@ B

which is the same as Eq. (5.25).
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Figure 5.1: Idea behind a Stinespring dilation: a quantum operation &(p) can always be con-
structed by evolving the system together with an environment, with a global unitary
U, and then discarding the environment.

We can also neatly see how the unitarity of U implies that the {M} are indeed Kraus
operators:

D MM =) WU g KUWE = g@IU UNYE =I5, (5.27)
k k

where I also used a completeness relation to eliminate the sum in k.

What we have just shown is that whenever a system interacts unitarily with an
environment, the dynamics from the point of view of the system, is given by a quantum
operation. Eq. (5.26) provides the ultimate link, expressing the Kraus operators in
terms of (i) the system-environment interaction U and (ii) the environment initial state
[). These results are extremely powerful and form the basis for the entire theory of
open quantum systems.

Generalization to mixed states of the environment

The calculation that led us to Eq. (5.26) assumed the environment started in a pure
state /). The generalization to a mixed initial state pg is straightforward. We first
diagonalize it as pg = 2. q,|u){ug|. Instead of Eq. (5.24), we then get

u

Elps) = trg {U(PS ®PE)UT}

= g KUz ps U o5
k.

This has again the same structure as the Kraus decomposition, except that the Kraus
operators now have two indices,

My = Nqu KU (5.28)

The quantum channel then becomes

8lps) = ) My, ps M}, (5.29)
ko
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Even though the two indices may seem like a complication, we can simply interpret

(k, ) as a collective index, so that formally this is not at all different from what we

already had before. This also agrees with the notion of state purification, as discussed

in Eq. (4.32): any mixed state pr can always be viewed as a pure state in a larger

Hilbert space. Hence, we could also simply apply the same recipe (5.26), but use

instead a purified state [)grr = X, \/qu e ®|u) e living in a larger Hilbert space EE’.
u

Stinespring dilations

Eq. (5.26) provides a recipe on how to construct the set of Kraus operators given
a U and a ) of the environment. But what about the converse? Given a quantum
channel, specified by a set of Kraus operators {M;}, is it always possible to associate
to it a certain system-environment unitary dynamics? The answer is yes. This is the
idea of a dilation: any quantum channel can be represented as a unitary evolution in a
dilated Hilbert space.

It can be shown that any quantum operation in a system with dimension d can
always be described by an environment with dimension at most 2. Thus, channels for
a single qubit, for instance, can always be constructed by coupling it to an environment
having 4 levels (e.g. two other qubits). The reason why this works is best shown using
an example. Suppose we have the amplitude damping with Kraus operators (5.4). Now
construct an environment in a state |0) and a unitary U of the form

1 0 x x
0 Vi-1 x x
0 Va x x|
0

0 X X

U= (5.30)

Here x means arbitrary elements (not all equal) which should be included to ensure that
U is indeed a unitary (the choices are not unique). Note how the first two columns are
simply the entries of the Kraus operators (5.4) stacked together. Something like

My ...
U=lm .|
This shows why the construction works: we simply build environments by hand, putting

in U the elements of the M; we want to have. It is, above all, mostly a matter of order-
ing elements.

Interpretation in terms of generalized measurements

Now that we know all about Stinespring, we can obtain a really neat interpretation
for the generalized measurement postulate studied in Sec. 2.7: A generalized measure-
ment can always be viewed as the interaction between a system and an ancilla, plus a
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projective measurement in the ancilla. Here is how this goes. Consider the S + E inter-
action in Eq. (5.24). I am using the word ancilla now (which means auxiliary system)
instead of environment, but it doesn’t matter what you call it. After the interaction the
global state of S + E is

Psr = Ulps ® w)Wlp)U",

We now perform a projective measurement in the ancilla, in the basis |k). This will
update the state of the system to

ok = LUWYE ps WU g = My ps M), (5.31)

where I left out the normalization factor. Whence, we see that the generalized measure-
ment Mpg MZ can always be viewed as the interaction of a system with an ancilla by
means of some unitary U, followed by a projective measurement in the ancilla in the
basis |k). The total quantum channel &(p) is then a sum of each possible outcome plg
(here we don’t have to weight by the probabilities because the p’§ are not normalized).
The channel therefore encompasses all possible outcomes of the measurement. It is
like measuring but not reading the outcomes of the measurement.

Unravelings and freedom in the operator-sum representation

What if we chose to measure the ancilla in a different basis, |a)? Well, of course,
instead of Eq. (5.31) we would simply get

P = (alUW)E ps (WU ). (5.32)

If we now combine these states to form a quantum channel we get the same channel

prs' = ZE<Q’|U|¢>E ps WU |a)e

a

= e {UW)e ps 1)

where I simply used the fact that {|e)} also forms a basis. Thus, we reach the important
conclusion that as far as the channel is concerned, it doesn’t matter which basis set you
measure the ancilla. They all produce the same &(p).

However, depending on the choice of measurement basis, one may get different
Kraus operators. These are called the different unravelings of the quantum channel.
Indeed, Eq. (5.32), for instance, incites us to define

Fo = p(a|Ul)g. (5.33)

Hence, ,
8(ps) = ) MipsM] = ) Fu psF,. (5.34)
k a

The set of measurements {M;} and {F,} represents different unravelings of the same
channel. That is, different ways in which measurements can take place, but which lead
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to the same channel in the end. This ambiguity in the choice of Kraus operators is called
freedom in the operator-sum representation. An “operator-sum representation” is
a representation of the form };, M;ps Mz. A given channel &, however, may have
multiple operator sum representations.

The operators F, in Eq. (5.33) and M, in Eq. (5.26) are seen to be connected by a
basis transformation unitary Vg = {(alk):

QU = " (all) kUW)
k

Whence,

Fa= ) VM. (5.35)
k

In words: sets of Kraus operators connected by a unitary lead to the same quantum
channel.

Example: qubit measurement

To illustrate these concepts consider a qubit prepared in an arbitrary state pg and
suppose we wish to measure the components in the o, basis. We couple this system to
an ancilla prepared in |0), by means of a CNOT unitary

U = [0)0ls ® I + [1)(1]s ® 0% (5.36)
If we measure the ancilla in the computational basis we then find the Kraus operators
My = {0[U10)£ = 10)(0ls, My = ((1IUI0)g = [1)(1]s. (5.37)

Thus, the outcomes we get from the ancilla represent the probabilities of finding the
system in 0 and 1:

pi=u{Mps M} = Gosliy, i=0.1.

But now suppose we decide to measure the ancillas in a different basis, say |+)g.
Then the Kraus operators become

I oS
Fo=E<+|U|0>E=%, Fi = (~UI0)g = \é. (5.38)

The measurement outcomes are now completely uninformative, gy = ¢; = 1/2. Notwith-
standing, the channel is still exactly the same.
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5.3 Choi’s matrix and proof of the Kraus representa-
tion

All T want to do in this section is to prove the following mathematical result: Let
&E(p) denote a map satisfying

1. Linearity: &(ap; + Bo2) = a&E(01) + BE(02).
2. Trace preserving: tr[E(p)] = tr(p).
3. Completely positive: if p > 0 then E(p) > 0.

Then this map can always be represented in the form (5.2) for a certain set of Kraus
operators {M;}. Proving this is nice because it is a way of showing that the quantum
channel is the most general map satisfying 1,2 and 3.

There is a subtle difference between a map that is positive and a map that is com-
pletely positive. Completely positive means E(p) > 0 even if p is a density matrix living
in a larger space than the one & acts on. For instance, suppose & acts on the space of
a qubit. But maybe we want to apply this map to the density matrix of 2 entangled
qubits. If even in this case the resulting p’ is positive semi-definite, we say the map is
completely positive.?

The proof of our claim is based on a powerful, yet abstract, idea related to what is
called the Choi isomorphism. Let S denote the space where our map & acts and define
an auxiliary space R which is an exact copy of S. Define also the (unnormalized) Bell
state

Q) = > Ik @ li)s, (5.39)

where [i) is an arbitrary basis and from now on I will always write the R space in the
left and the S space in the right. We now construct the following operator:

Ag = (Tr ® Es)(1Q21Q. (5.40)

This is called the Choi matrix of the map &. It is the outcome of applying the map
&Es on one side of the maximally entangled Bell state of R+S. Hence, it is a bit like a
density matrix in the space RS': it is positive definite although not normalized.

The most surprising thing about the Choi matrix is that it completely determines
the map &. That is, if we somehow learn how our map & acts on [Q){(Q| we have
completely determined how it will act on any other density matrix. This is summarized
by the following formula:

E(p) = trg {(pT ® IS)AS}. (5.41)

3 There aren’t many examples of maps that are positive but not completely positive. The only example I
know is the partial trace (see, for instance, Box 8.2 of Nielsen and Chuang).
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I know what you are thinking that this is super weird. And I agree! It is! But now let’s
check and see that this sorcery actually works.

Note that here p' is placed on the auxiliary space R in which the trace is being
taken. Consequently, the result on the left-hand side is still an operator living on S. To
verify that Eq. (5.41) is true we first rewrite (5.40) as

A = ) 1r(j1® ED. (5.42)
ij
Then we get

we{(0" ® 1588} = Y un {0 @ 15|11 ® £ |}
i.j

- Z<j|pT|i>8(|i><j|>

ij

=& . pufinii)
i.j

=&(p).

Here I used the fact that (jlpT|i) = (ilolj) = pi j- Moreover, I used our assumption that
& is a linear map.

We are now in the position to prove our claim. As I mentioned, the Choi matrix
looks like a density matrix on R+S. In fact, we are assuming that our map & is CPTP.
Thus, since |Q2)(€2] is a positive semi-definite operator, then so will Ag (although it will
not be normalized). We may then diagonalize Ag as

Ag = Z Akl A Ak,
%

where |1;) are vectors living in the big R+S space and A; > 0. For the purpose of what
we are going to do next, it is convenient to absorb the eigenvalues into the eigenvectors
(which will no longer be normalized) and define

Ag =) Imomid,  Imo) = A4, (5:43)
k

Note that here CPTP is crucial because it implies that A, > 0 so that (my| = (4| VaAx.
To finish the proof we insert this into Eq. (5.41) to get

&) = Y ur {(0" © Ismml ). (5.44)
k

The right-hand side will still be an operator living in S, since we only traced over R. All
we are left to do is convince ourselves that this will have the shape of the operator-sum
representation in Eq. (5.2).

In order to do that, things will get a bit nasty. The trick is to connect the states
|my) of the Choi matrix Ag with the Kraus operators M}, appearing in the operator-sum
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representation (5.2): This is done by noting that since |m;) lives on the R+S space, it
can be decomposed as
) = > (Mi)jilide @ 1) (5.45)
iJ
where (M), are a set of coefficients which we can interpret as a matrix M. We now
manipulate (5.44) to read

Ep) = ) ) il 1k glmmlidr.
ki

Then we insert Eq. (5.45) to find

80 = D M) (M) 1
k

i i

= 200 D DG MU DGl AM1 .
k

isj i/sj/
= Z MM,
%

and voila!

In conclusion, we have seen that any map which is linear and CPTP can be de-
scribed by an operator-sum representation, Eq. (5.2). I like this a lot because we are
not asking for much: linearity and CPTP is just the basic things we expect from a
physical map. Linearity should be there because everything in quantum mechanics is
linear and CPTP must be there because the evolution must map a physical state into a
physical state. When we first arrived at the idea of a unitary, we were also very relaxed
because all we required was the conservation of ket probabilities. The spirit here is the
same. For this reason, the quantum operation is really just a very natural and simplistic
generalization of the evolution of quantum systems, using density matrices instead of
kets.

5.4 Lindblad master equations

Quantum operations describe a map from the initial to the final state. They are very
powerful on a conceptual level, but not always easy to apply, specially if your system
is more complicated than 1 or 2 qubits. Conversely, sometimes we also want to have
access to the evolution; that is, to p(¢). And we want to have a method which is easier to
use and, perhaps, also easier to simulate in a computer. This is where Lindblad comes
in.

We want to describe the evolution of a system coupled to an environment. If the
system were isolated it would evolve according to von Neumann’s equation,
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But when there is also the coupling to an environment, we expect an evolution equation
of the form

d
Tﬁ = —i[H, p] + D(p), (5.46)

where D(p) is an additional term, called the dissipator, which describes the effects of
the environment. This type of equation is historically known as a master equation, a
name which was first introduced in a completely different problem,* and is supposed
to mean an equation from which all other properties can be derived from. I think its a
weird name. Sounds like a Dan Brown book: the master equation.

In this section I want to address the question of what are the typical forms one can
have for D(p) that lead to a valid CPTP evolution. That is, such that the solution p(¢) of
Eq. (5.46) is a positive semidefinite density matrix at all times #. This is the content of
Lindblad’s theorem, who showed that in order for this to happen, D(p) must have the
form

S (S
D) = Z”k[Lkal - E{L,'(Lk,p} . %20, (5.47)
k

where L are arbitrary operators. If you have any equation satisfying this structure, then
the corresponding evolution is guaranteed to be CPTP (i.e., physical). Master equations
having this structure are then called Linbdlad master equations or, more generally,
Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) equations.

The operator D(p) in Eq. (5.46) is called a superoperator. It is still a linear oper-
ator, as we are used to in quantum mechanics. But it acts on density matrices, instead
of kets, which means it can multiply p on both sides. Notwithstanding, it is essential
to realize that despite this complication, Eq. (5.46) still has the general structure of a
linear equation

do
i L(p), (5.48)

The superoperator L(p) is called the Liouvillian (because of the analogy Liouville’s
equation in classical mechanics). This equation is just like a matrix vector equation

dx
i Az, (5.49)
where x is a vector and A is a matrix. The density matrix is now the “vector” (matrices
form a vector space) and the Liouvillian £ is now the “matrix” (linear operator acting
on the vector space).

The solution of Eq. (5.49) is well known. It is simply x(f) = e*’2(0), which is the
map from the initial to the final state. We can call B = ¢ as the map. Then A4 is the

4A. Nordsieck, W. E. Lamb and G. T. Uhlenbeck, Physica, 7, 344 (1940).
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generator of the map. The same will be true for Eq. (5.48); that is, we can also write

() = E(p(0)), (5.50)

where &; is the linear map taking p(0) to p(#), which is related to the generator L by
means of & = £

The letter & already hints at where I want to get to eventually: If the generator is
in Lindblad form (5.47), then the map will be a quantum channel (5.2). That is the
essence of Lindblad’s theorem. But what about the converse? When can a quantum
channel be expressed as the exponential of a Lindblad generator?

To answer this requires us to introduce another property of equations of the form (5.48),
known as the semigroup property. Using again the analogy with the linear Eq. (5.49),
we know that we can split the evolution into multiple steps. If we first evolve to #;
and then evolve for an extra #,, it is the same as if we evolved all the way through by
11 +t,. The matrix exponential makes this obvious: e”2e4" = ¢4+ Since the master
equation has the same structure, this must also be true for the map &;. That is, it must
satisfy the semigroup property °

&8 = Epany- (5.51)

Semigroup is therefore implied by the structure of Eq. (5.48).

Lindblad’s Theorem

We can now update our question: What is the structure of a map which is
both CPTP and semigroup? This is the content of Lindblad’s theorem:* The
generator of any quantum operation satisfying the semigroup property must
have the form:

udp

. o1
P L) = ~ilHp] + ;yk[Lkak (L Lo, (5.52)

2

where H is a Hermitian operator, L are arbitrary operators and y; > 0. If you
have any equation satisfying this structure, then the corresponding evolution is
guaranteed to be CPTP (i.e., physical). Conversely, any CPTP and divisible
map is guaranteed to have to this form.

¢G. Lindblad, Comm. Math. Phys, 48, 119 (1976).

SThis formula is pretty on a formal level, but it is difficult to apply because .£ does not multiply p on the
left only. But luckily we won’t have to enter into this issue.

6 Here “group” refers to the group of CPTP maps &; characterized by a single parameter ¢. Eq. (5.51) is
the composition property for a group. But the reason why it is a semigroup, is because but the inverse is not
a member of the group (as required for a set to be called a group). Here the inverse is &_;. While this exists,
it is not in general CPTP (unless & is unitary, as Lindblad shows).
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Of course, this does not say anything about how to derive such an equation. That is
a hard question, which we will start to tackle in the next section. But this result gives
us an idea of what kind of structure we should look for and that is already remarkably
useful.

Proof of Lindblad’s theorem

If the dynamics is to satisfy the semigroup property (i.e., if it is divisible) then we
must be able to write the evolution over an infinitesimal time At as

ot + Af) = Z My(Anp()M] (AD), (5.53)
k

where the Kraus operators M(Af) cannot depend on the time 7. We are interested in a
differential equation for p(f), which would look something like

p(t + Ar) = p(1) + AtL(p(1)).

Since the first correction is of the order Az, we then expect to have My(Af) = VAL,
where L is some operator. This is so because then MkpM,I ~ At. But we also have the
additional property that, if At = 0, then nothing should happen: }; M(0)pM;(0) = p.
So not all M; can be of order VAt. At least one must be of order 1.

Let us try a parametrization of the following form

My =1+ GAt, My = \yiAtLy, k+0

where G and L, are arbitrary operators and y; > 0 are constants that I introduce simply
to make the L; dimensionless. The normalization condition for the Kraus operators
implies that

— i — i il
1= M{Mc=MMo+ ) MM
k k#0

= (I + G AT + GAP) + At Z YLl Ly
k#0

=1+(G+GHAt+ At Y yL{Li + O(AP).
k+0

This shows why we need this G guy. Otherwise, we would never be able to normalize
the Kraus operators. Since G is arbitrary, we may parametrize it as

G=K-iH, (5.54)

where K and H are both Hermitian. It then follows from the normalization condition
that

1
K==3 > nlL. (5.55)
k#0
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whereas nothing can be said about H. The operator G then becomes

1
G=-{iH+=S nLiL } 5.56
{l +2;7k oLk (5.56)

This concludes our recipe for constructing My and M. They are now properly normal-
ized to order At. And when At — 0 we get only M, = I (nothing happens).
With this at hand, we can finally substitute our results in Eq. (5.53) to find

ot + A = (I + GADp(I + GT A1) + At Z yiLioL]
k+#0

= p(t) + AH(Gp + pG') + At Z yiLipL]
k#0

. 1
= () = iblH,p) + At Y. | Lapl] = S Lesp)|
k#0

Rearranging and taking the limit A+ — 0 we then finally obtain

pl+AD—p(t) _ dp

. R T
Ar i —i[H, p] + Z')’k[Lkak - E{Lkl‘k’p}]’ (5.57)

k#0

which is Lindblad’s equation (5.52). Woooooo-hoooooo!!! We did it! We found that
if we combine the semigroup property and the structure of a quantum operation, the
corresponding differential equation must have Lindblad’s form. As I mentioned before,
we still have no idea of what the operators H and L; should be. That will be the topic
of next section. But it is great that we can already tell what the general structure should
be.

Intuition behind Lindblad jump operators

The calculations above established the connection between Lindblad and
Kraus, which can be summarized by

1
My = I—At{iH+ 3 ZykLZLk}, My = \yihtLe,  k#0. (5.58)
k#0

These equations can also be used in the reverse way: it tells you what will be
the corresponding Kraus operators if you integrate the Lindblad Eq. (5.52) over
an infinitesimal time Ar. This is neat because we already have a nice intuition
for the action of the Kraus operators as generalized measurements. We know
that the M} cause quantum jumps: abrupt transitions in the state of the system
as p — MkpMz. Over a small time interval At, there is a large probability
that nothing happens (Mj) and a small probability that one of the jumps M}
occur. The operators L; are called jump operators. They represents the types
of jumps one may have in the quantum dynamics.
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Figure 5.2: Example evolution of p(¢) under the map (5.59). Left: energy level diagram show-
ing also the transition rates. Right: dynamics in the Bloch sphere. The initial state
is taken as |y) = (cos £, e™* sin %) and the parameters were

Example: Finite temperature amplitude damping

Consider a two-level atom with Hamiltonian H = %a’z. The ground-state is then
the south pole |1) in the Bloch sphere. The contact of this atom with the surrounding
electromagnetic field will produce an evolution described by the master equation

do .
yri —i[H,p] +y(N + 1)D[o_] + yND[o ], (5.59)

where 7y is a constant and
1

T
is the Bose-Einstein distribution with inverse temperature 8 = 1/kgT and frequency Q.
In Eq. (5.59) I also introduce the notation

D[L] = LpL' — %{L*L, ol. (5.60)

After all, since the dissipator is fully specified by the jump operator L, we don’t need
to write the full dissipator all the time.

An example of the evolution of the density matrix under Eq. (5.59) is shown in
Fig. 5.2. The Hamiltonian part induces the qubit to precess around the z axis. If there
was no dissipation the spin would precess indefinitely. But in the presence of dissipa-
tion, it precesses and is also damped towards the z axis.
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Steady-state: After a long time has elapsed the system will tend to a steady-state,
which is the solution of

d
<=L =0. (5.61)
You may check that the steady-state is in this case diagonal, with
1
x/ss = ss — 07 ss — — 5 5.62
(0 = () (0w = 5 (5.62)
which corresponds to a thermal equilibrium density matrix
N
w7 0
2N+
ps = ] (5.63)
0 2N+1

Emission and absorption: Let us now understand this from the perspective of the
jump operators (5.58). Our master equation (5.59) is characterized by jump operators
o and o, which lower and raise the energy of the atom respectively. Moreover, these
transitions occur with rates y(N + 1) and yN, so that it is more likely to observe a
transition downwards than upwards. A transition upwards represents the absorption of
a photon and a transition downwards represents an emission. In the limit of zero tem-
perature we get N — 0. In this case the atom only interacts with the electromagnetic
vacuum. As a consequence, the absorption tends to zero. However, the emission does
not. This is the idea behind spontaneous emission. Even in an environment with zero
photons on average, the atom still interacts with the vacuum and can emit radiation.
This is the physical meaning of the factor “1”in N + 1.

Unitary vs. dissipative: The dissipative dynamics of Eq. (5.59) is described by the
jump operators o— and o-.. We could also have introduced jump operators directly in
the Hamiltonian. For instance, consider the purely unitary dynamics under

Q A
H= EO'Z + 5(03, +0_). (5.64)

This type of Hamiltonian appears when the atom is pumped by a coherent light source
(i.e. a laser). How similar is this dynamics from the Lindblad equation? They are
completely different. First, note that Hamiltonians have to be Hermitian, so the rates
for upward and downward transitions have to be equal. This reflects the fact that unitary
dynamics is always reversible. An example of the dynamics generated by Eq. (5.64)
is shown in Fig. 5.3. As can be seen, all it does is shift the axis of precession. Instead
of precessing around z, it will precess around some other axis. There is no damping. In
unitary dynamics there is never any damping.

Dissipators and Hamiltonians compete: Let us now suppose, for some reason, that
the system evolves according to the MEq. (5.59), but with the Hamiltonian (5.64). This
could mean, for instance, a damped atom also pumped by an external laser. We want
to compute the steady-state pg,, which is the solution of

- i[%o’Z + g(o:, +0_),ps] + Y(N + 1)D[o_] + yND|[o ] = 0. (5.65)
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Figure 5.3: Unitary evolution of p(f) under the Hamiltonian (5.64). Compare this with the dissi-
pative dynamics in Fig. 5.2. The term o, also causes transitions, but the Hamiltonian
dynamics is fundamentally different from the open dynamics.

The point I want to emphasize about this equation, is that the steady-state depends on
both the unitary as well as the dissipative part. The steady-state (5.63) happened not
to depend on the Hamiltonian which was simply o,. But in general, dissipators and
Hamiltonians compete. And the steady-state is somewhere in the middle. In the case
of Eq. (5.65) the steady-state turns out to be quite ugly, and is given by

42Q

s = = N T DN + 12 + 202 + 200" (5-66)
_ 2yA4

Ty = DN T I r 208 7 200" (5.67)

o 407 + 22N + 1) 568)

(2N + D[y2N + 12 + 2(22 + 202)]

In addition to ugly, this steady-state is also not very intuitive. For instance, if we take
the limit 4 — 0 we recover the results in (5.62). But if we instead take the limit 1 — oo
(a very strong laser) we get instead the maximally mixed state (o;) = 0. The message
I want you to take from this is that the steady-state of a master equation is always
a competition between different terms. Moreover, Hamiltonian and dissipative terms
compete in different ways. As a consequence, the steady-state is not always intuitive.

5.5 Collisional models

In this section we get into the issue on how to derive a Lindblad equation. The
first thing one must bear in mind is that these derivations are not universal; they are
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model specific, depending not only on the system, but also on the type of environment
and the specific system-environment interaction. Hence, they should be derived on a
case-by-case basis. Of course, with some practice, one can start to gain some intuition
as to what the Lindblad equations should look like, and so on.

So to start this adventure, I propose we study a very simple model of master equa-
tions, which I absolutely love. They are called collisional models and are illustrated
in Fig. 5.4. A system S, prepared in an arbitrary state pg is allowed to interact with
a sequence of ancillas. The ancillas are all independent and have been prepared in
identical states pg (each ancilla can be a qubit, for instance, so pg is the 2 X 2 matrix
of a single qubit). Each interaction is described by some unitary Usg(7) (in the same
spirit as what we did in Stinespring’s theorem in Sec. 5.2) that lasts for some duration
7. Thus, if we think about one system-ancilla interaction event, their global state at the
end will be given by

pser = Ulps ® pp)U”, (5.69)

where, in order to make the notation more compact, [ write only U instead of Ugg(7).

After one system-ancilla interaction, we then throw away the ancilla and
bring in a fresh new one, again prepared at the state pg. Since we threw away
the ancilla, the state of the system is now pg = trg p,. We then repeat the
process, using p§ as the input in Eq. (5.69) and evolving the system towards
another state pi’. All we care about is the stroboscopic evolution of the system,
in integer multiples of 7. In fact, we can make this more precise as follows. Let
ps (n) = ps(nt) denote the state of the system after n interactions. So the initial
state is pg (0), the state after the first interaction is pg (1) and etc. The game of
the collisional model is therefore given by the stroboscopic map

ps(n+ 1) =t {UGos () ® o) U, (5.70)

This kind of evolution is really neat. It is exactly the map of the Stinespring
dilation [Eq (5.24)], but applied multiple times, each with a brand new envi-
ronment. This map is therefore constructed to satisfy the semigroup property
at the stroboscopic level.

Lindblad master equation for qubit ancillas

The map (5.70) can be defined for an arbitrary system-ancilla interaction time T,
as it only depends on the unitary involved. To obtain a Lindblad equation, we now
consider the scenario where the interaction times are extremely short. This will allow
us to approximate the time derivative of pg as

dos _ ps(n+ 1)—p(n).

5.71
dr T ( )
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Figure 5.4: Tllustration of a collisional model: a system S is allowed to interact sequentially
with a set of ancillas, all prepared in the same state and all interactions lasting only
for a short amount of time 7. After the interaction the ancilla is thrown away and a
fresh new one is introduced, in the same state.

I’m not saying we take the “limit of 7 — 0. There is no limit in the mathematical sense
here: 7 is still finite. But if it is sufficiently small, compared to other time scales, then
the discrete difference pg (n + 1) — p(n) could be a good approximation for a derivative.

In order to gain intuition, let us introduce a specific model for system-ancilla inter-
actions. The system is assumed to be arbitrary, but the ancillas are taken to be qubits
prepared in a diagonal (thermal) state

0

PE = / _ 2] = F10X01 + (1 = HILXLL, (5.72)
0 1-f

where f € [0, 1] is the probability of finding the ancilla in |0). We then assume that the

unitary U is generated by a system ancilla interaction of the form

V =gL'ot + Lof), (5.73)

where g is a real number and L is an arbitrary operator of the system. This type of
interaction is very common and is sometimes referred to as an exchange Hamiltonian:
it essentially says that whenever the qubit goes up a level (by applying o), one should
apply L to the system (whatever the meaning of L is). Whereas if the qubit goes down
a level, we apply L'. For instance, if our system was another qubit, maybe we could
just use L = 5. Then if the bath goes up, the system goes down. But in general, the
choice of L is arbitrary.

The unitary U in Eq. (5.70) will then be given by U = ¢~V For simplicity, I will
not worry here about the Hamiltonians of the system and environment, just about the
interaction V. We now consider the unitary map (5.69) and expand the sandwich of
exponentials using the BCH formula:

2
Vospre™ = pspg — it[V, pspr] - S Wi lHse,pspell +... (574)

’ T
Psg =¢€

To obtain the equation for S, we then trace over the environment. The first term is
trivial: trg pspr = ps. In the second term we have

tre[V, pspel = trg (VPSPE - pspEV)-
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This is the trickiest term: you cannot use the cyclic property of the trace because now
V acts on both subspaces of § and E, whereas the trace is only partial. But what we
can do is commute pg and pg at will, so that this may be written as

tre[V, pspel = tte(Vpe)ps — ps tre(peV).

However, due to our choice of state pg and interaction V in Egs. (5.72) and (5.73), we
have that

tre(okpr) = 0.
Hence, this term is also identically zero:
tre[V, pspel = 0.

Hence, taking the partial trace of Eq. (5.74) yields
2

, T

Ps =Ps = 5 tre[V, [V, pspell. (5.75)

Dividing by 7 and arranging things so as to appear the derivative in Eq. (5.71), we find
d T

=5 = Dips) = =3 wlV.[V.psprll (5.76)

This result is a bit weird, because there is still a 7 in there. This is why I said above that
we should not take the limit T — 0. The approximation as a derivative in Eq. (5.71)
does not mean that anything multiplying 7 should be negligible. The reason is that V
still has a constant g [Eq. (5.73)]. So it can be that even though 7 is small, g%t will be
finite.

This type of issue also appears in classical stochastic processes. For instance, the
Langevin equation describing Brownian motion is

2
m% = —y%‘ + f(x) + N2yksTEQ),

where £(¢) is a random noise satisfying (£(1)é(t')) = 6(t — ). The noise is a delta
function, so that it acts only for an infinitesimal time interval. But if you want to get
something non-trivial, it must also be infinitely large to compensate. The logic is the
same in Eq. (5.76): we are assuming the interaction time 7 with each ancilla is very
short. But if we want to get something non-trivial out of it, we must also make this
interaction sufficiently strong.

In any case, continuing with our endeavor, we now write

-V, [V, pspell = 2VpspeV = Vpspe - pspeV’.

We then compute the traces over E using the specific form of V in Eq. (5.73): For
instance,

tr(V2pspr) = trg(V2pg)ps

=g’ trg {(LTLOJEO'E + LLTUfaf)pE}pS
= gz{(afaf)LTLps + (o'fa'f)LLTps}.
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Using Eq. (5.72) we get
(oEoty=1-F, (oEoty = f. (5.77)

Thus,
tre(VpspE) = gz{(l - PIL Lps + fLL'ps }

By symmetry, we expect that
twe(pspV?) = £{(1 = PpsL'L+ fpsI L)
Finally, we compute
trp(VpspeV) = & trp {(L“'crf + L5y pe(Lio + Laf)}
_ gZ{LTpSLtrE(aE‘pEaf )+ LosL! tte(oEppo®) + Lips L trp(oFppo) + LpSLtrE(apro—f)}.

The last two terms are zero because (o'f)2 = (. In the first two terms, we can now use
the cyclic property of the trace, which yields

we(VpspsV) = ¢{fLlosL+ (1 = NLpsL!).

Combining everything in Eq. (5.76) then finally leads to

.1 . . 1 .
Dips) = g7(1 = f)|LosL’ = L Lops) |+ &7 f|LipsL = S{LL' ps)|

(5.78)
We therefore recognize here a Linbdlad master equation with jump operators L and L'
and rates y_ = g?7(1 — f) and vy, = g>f.

Collisional models are neat because they give you substantial control over the types
of master equations you can construct. Eq. (5.78) provides a very general recipe. Given
any system S, if you want to couple it to an environment with an interaction of the
form (5.73), this will produce a dissipator D(ps) having both L and L' as jump opera-
tors.
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Chapter 6

Continuous variables

Continuous variables is a fancy name we give to harmonic oscillators. So far we
have talked about systems with a finite number of states, so that everything is discrete.
Now we will talk about harmonic oscillators, which have an infinite number of levels.
Of course, these levels are also discrete. However, it turns out that many things can
be described in terms of continuous variables, such as coherent states and the quantum
phase space representation.

Continuous variables systems occur naturally in many platforms. The most im-
portant example is quantum optics, where, it turns out, the quantum properties of the
electromagnetic field can be represented in terms of harmonic oscillators. Other con-
tinuous variable platforms include trapped ions, nano- or micro-mechanical oscillators
and Bose-Einstein condensates.

This chapter provides a first look into continuous variables. After this, we will
start to work with both discrete and continuous variable systems, side by side. More
advanced properties will be discussed later, or can be found in the excellent book by
Alessio Serafini entitled “Quantum Continuous Variables” .

6.1 Creation and annihilation operators

The starting point of continuous variable systems is an operator a called the anni-
hilation operator and its Hermitian conjugate a', called the creation operator. They
are defined so as to satisfy the following algebra:

[a,a'] = 1. (6.1)

All properties of these operators and the Hilbert space they represent follow from this
simple commutation relation, as we will see below. Another set of operators which can
be used as the starting point of the discussion are the position and momentum operators
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q and p. They satisfy

lq,p] = i. 6.2)

In quantum optics, they no longer represent position and momentum, but are related
to the electric and magnetic fields. In this case they are usually called quadrature
operators. We define g and p to be dimensionless. Then they are related to the creation
and annihilation operators according to

|- 1
qg=——=(@a"+a) a=—
V2 V2
= (6.3)
_ bt to L
p=—F@@ -a a'=—
V2 V2
From this it can be clearly seen that ¢ and p are Hermitian operators, even though a
is not. Also, please take a second to verify that with this relation Eq. (6.1) indeed
implies (6.2) and vice-versa.

(g +ip)

(g—ip).

Mechanical oscillators

The operators a, a', g and p appear in two main contexts: mechanical oscillators
and second quantization. The latter will be discussed below. A mechanical oscillator
is specified by the Hamiltonian

2
1
H=— +-mw*Q? 6.4
o Fymw (6.4)
where m is the mass and w is the frequency. Moreover Q and P are the position and
momentum operators satisfying

Now define the dimensionless operators
mw P

=450 p= :
h mhw

(6.6)

Then Eq. (6.5) implies that g and p will satisfy (6.2). In terms of g and p, the Hamilto-
nian (6.4) becomes

fiw
H= 7(p2 +q7), (6.7)

which, you have to admit, is way more elegant than (6.4). Using now Eq. (6.3) we
finally write the Hamiltonian as

H = lw(a'a + 1)2). (6.8)

Egs. (6.7) and (6.8) show very well why 7 is not important: it simply redefines the
energy scale. If we set 7 = 1, as we shall henceforth do, we are simply measuring
energy in units of frequency.
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In the days of Schrodinger, harmonic oscillators were usually used either as toy
models or as an effective description of some other phenomena such as, for instance,
the vibration of molecules. In the last two decades this has change and we are now
able to observe quantum effects in actual mechanical mesoscopic- (nano- or micro-)
oscillators. This is usually done by engineering thin suspended membranes, which can
then undergo mechanical vibrations. This field is usually known as optomechanics
since most investigations involve the contact of the membranes with radiation. I find it
absolutely fascinating that in our day and age we can observe quantum effects as awe-
some as entanglement and coherence in these mechanical objects. I love the century
we live in!

An algebraic problem

In Eq. (6.8) we see the appearance of the Hermitian operator a'a, called the num-
ber operator. To find the eigenstuff of H we therefore only need to know the eigenstuff
of a'a. We have therefore arrived at a very clean mathematical problem: given a non-
Hermitian operator a, satisfying [a,a’] = 1, find the eigenvalues and eigenvectors of
a’a. This is a really important problem that appears often in all areas of quantum
physics: given an algebra, find the eigenstuff. Maybe you have seen this before, but I
will nonetheless do it again, because I think this is one of those things that everyone
should know.

Here we go. Since a'a is Hermitian, its eigenvalues must be real and its eigenvec-
tors can be chosen to form an orthonormal basis. Let us write them as

a‘alny = njn). (6.9)

Our goal is to find the allowed n and the corresponding |n). The first thing we notice is
that a’a must be positive semi-definite operator, so n cannot be negative:

n = {nla‘aln) > 0.

Next we use Eq. (6.1) to show that

[d'a,a] = —a, [aa,a’] = a. (6.10)

This type of structure is a signature of a ladder like spectrum (that is, when the eigen-
values are equally spaced). To see that, we use these commutation relations to compute:

(a'a)alny = [a(a’a) — alln) = a(a’a — Dn) = (n — Daln).

Hence, we conclude that if |n) is an eigenvector with eigenvalue n, then aln) is also
an eigenvector, but with eigenvalue (n — 1) [This is the key argument. Make sure you
understand what this sentence means.]. However, I wouldn’t call this [n — 1) just yet
because aln) is not normalized. Thus we need to write

|n— 1) = yaln),
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where vy is a normalization constant. To find it we simply write
1= (n=1n=1) = lyPnla'aln) = [yPn.

Thus |y’ = 1/n. The actual sign of y is arbitrary so we choose it for simplicity as
being real and positive. We then get

n—1y = ——jn).
n

\/_

From this analysis we conclude that a reduces the eigenvalues by unity:
aln) = Vnjn - 1).
We can do a similar analysis with a'. We again use Eq. (6.10) to compute
(a'a)a'|ny = (n + Da'ln).

Thus a' raises the eigenvalue by unity. The normalization factor is found by a similar
procedure: we write |[n + 1) = Ba’|n), for some constant 3, and then compute

1=(n+ ln+1) = |BXnlaa’ In) = |BXnl(1 + a’ a)ln) = |B*(n + 1).

Thus
a'lny = Vn+ 1n+ 1).

These results are important, so let me summarize them in a boxed equation:

aln) = Vnln - 1), a'lny= Van+1ln+1) | 6.11)

From this formula we can see why the operators a and a' also receive the name lower-
ing and raising operators.

Now comes the trickiest (and most beautiful) argument. We have seen that if n is
an eigenvalue, then n = 1, n + 2, etc., will all be eigenvalues. But this doesn’t mean
that n itself should be an integer. Maybe we find one eigenvalue which is 42.42 so that
the eigenvalues are 41.42, 43.42 and so on. Of course, you know that is not true and
n must be integer. To show that, we proceed as follows. Suppose we start with some
eigenstate |n) and keep on applying a a bunch of times. At each application we will
lower the eigenvalue by one tick:

a‘lny = \nn=1)...(n =+ Dln - 0).

But this crazy party cannot continue forever because, as we have just discussed, the
eigenvalues of a'a cannot be negative. They can, at most, be zero. The only way for
this to happen is if there exists a certain integer £ for which a|n) # 0 but a*'|n) = 0.
And this can only happen if £ = n because, then

any = \nn-1...(n =+ DH(n=Oln—€-1) =0,
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and the term n — ¢ will vanish. Since ¢ is an integer, we therefore conclude that n must
also be an integer. Thus, we finally conclude that

eigs(a’a) =n €{0,1,2,3,...}. (6.12)

It is for this reason that a'a is called the number operator: we usually say a'a counts the
number of quanta in a given state: given a state |n), you first apply a to annihilate one
quant and then a' to create it back again. The proportionality factor is the eigenvalue
n. Curiously, this analysis seem to imply that if you want to count how many people
there are in a room, you first need to annihilate one person and then create a fresh new
human. Quantum mechanics is indeed strange.

This analysis also serves to define the state with n = 0, which we call the vacuum,
|0). It is defined by

al0) = 0. (6.13)

We can build all states starting from the vacuum and applying a' successively:

(@)
Vn!

Using this and the algebra of a and a' it then follows that the states |n) form an or-
thonormal basis, as expected:

In) =

10). (6.14)

<n|m> = 6n,m .

The states |n) are called Fock states, although this nomenclature is more correctly
employed in the case of multiple modes, as we will now discuss.

Multiple modes and second quantization

It is straightforward to generalize the idea of creation and annihilation operators
to composite systems. We simply define a set of annihilation operators a;, where i =
1,2,...,N. Itis customary to use the word mode to label each i. Thus we say things
like “mode a,”. These operators are defined to satisfy

lai,a] = 6 j, [ai,a;] = 0. (6.15)

That is, a; with alT behaves just like before, whereas a; with a' commute if j # i. More-
over annihilation operators always commute among themselves. Taking the adjoint of
[ai,a;] = 0 we see that the same will be true for the creation operators [af,a;] = 0.
Using the same transformation as in Eq. (6.3), but with indices everywhere, we can
also define quadrature operators ¢; and p;, which will then satisfy

lgi» pjl = i6; ), lgi,q;1 = [pi,pj]1 =0. (6.16)

Multi-mode systems can appear in mechanical contexts. For instance, consider two
mechanical oscillators coupled by springs, as in Fig. 6.1. Each oscillator has a natural
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Figure 6.1: Two harmonic oscillators coupled by a harmonic spring.

frequency w; and w, and they are coupled by a spring constant k. Assuming unit mass,
the Hamiltonian will then be

w? w? k
H = (p}+ 5a1) + (3 + 223) + 5@ - a* (6.17)

If we want we can also transform this into @; and af, or we can extend it to multiple
oscillators forming a chain. In fact, these “harmonic chains” are a widely studied
topic in the literature because they can always be solved analytically and they are the
starting point for a series of interesting quantum effects. We will have the opportunity
to practice with some of these solutions later on.

But by far the most important use of multi-mode systems is in second quantiza-
tion. Since operators pertaining to different modes commute, the Hilbert space of a
multi-mode system will be described by a basis

[n) = |ny,n,...,05), n;=0,1,2,.... (6.18)
These are called Fock states and are the eigenstates of the number operators aja,-:
alain) = nin). (6.19)

Thus, afa,- counts the number of quanta in mode i.
Second quantization is essentially a change of perspective from “quanta” to “parti-
cles”. After all, what the hell is a quanta anyway? In second quantization we say aj'a,' is

the operator counting the number of particles in mode i. Then aj is the operator which

creates a particle in mode i, whereas aiT annihilates. You may also be wondering what

is a “mode” in this case. Well, there is actually an infinite number of choices. We could
take for instance i = x, the position in space. Then al is the operator which creates a
particle at position x. In quantum field theory we call it /" (x) instead. But it’s the same
thing.

According to Eq. (6.19) each mode can have an arbitrary number n of particles. We
then call a; a bosonic mode. So whenever someone says “consider a set of bosonic
modes” they mean a set of operators a; satisfying (6.15). This is to be contrasted with
Fermionic systems, for which the only allowed Fock states are n = 0 and n = 1 (due
to the Pauli exclusion principle). We will not discuss much of fermionic systems in
this course, but the idea is somewhat similar. We also define creation and annihilation
operators, except that now they satisfy a different algebra:

fencly =6 lene} =0, (6.20)
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where {A, B} = AB + BA is the anti-commutator. If we repeat the diagonalization pro-
cedure of the last section for this kind of algebra we will find a similar “Fock structure”
but with the only allowed eigenvalues being n; = 0 and n; = 1.

The most important bosonic system is the electromagnetic field. The excitations
are then the photons and the modes are usually chosen to be the momentum and polar-
ization. Hence, we usually write an annihilation operator as a4 where k = (ky, ky, k)
is the momentum and A = =1 is the polarization. Moreover, the Hamiltonian of the
electromagnetic field is written as

H= Z wra ar. 6.21)
k,A

where wy, is the frequency of each mode and is given by! wy = c|k| where c is the
speed of light.

You have noticed that my discussion of second quantization was rather shallow. I
apologize for that. But I have to do it like this, otherwise we would stray too far. Second
quantization is covered in many books on condensed matter, quantum many-body and
quantum field theory. A book which I really like is Feynman’s Statistical mechanics:
a set of lectures”.

6.2 Some important Hamiltonians

In this section we briefly discuss some important Hamiltonians that appear often in
controlled quantum experiments.

Optical cavities

Many controlled experiments take place inside optical cavities, like the one repre-
sented in my amazing drawing in Fig. 6.2 (it took me 30 minutes to draw it!). The
cavity is made up of highly reflective mirrors allowing the photons to survive for some
time, forming standing wave patterns. Unlike in free space, where all radiation modes
can exist equally, the confinement inside the cavity favors those radiation modes whose
frequencies are close to the cavity frequency w., which is related to the geometry of the
cavity. It is therefore common to consider only one radiation mode, with operator a
and frequency w,.

The photons always have a finite lifetime so more photons need to be injected all
the time. This is usually done by making one of the mirrors semi-transparent and
pumping it with a laser from the outside, with frequency w,,. Of course, since photons
can come in, they can also leak out. This leakage is an intrinsically irreversible process
and can only be described using the theory of open quantum systems, which we will
get to in the next chapter. Hence, we will omit the process of photon losses for now.
The Hamiltonian describing a single mode pumped externally by a laser then has the
form

i

H=w.ad'a+ed e + eae'™’, (6.22)

LIf we define w = 27v and |k| = 27/A we see that this is nothing but the relation v = Ac that you learned
in high school.
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Figure 6.2: An optical cavity of frequency w,., pumped from the outside by a laser of frequency
Wp.

——g— 0 =le)

O

— D=1

X

Figure 6.3: (a) Typical scenario for light-matter interaction: an atom, modeled as a two-level
system, is placed inside a cavity in which there is only one cavity mode. The atom
then absorbs and emits photons jumping up and down from the ground-state to the
excited state. (b) The cavity field is represented by a harmonic oscillator of fre-
quency w.. (c) The atom is represented as a two-level system (qubit) with energy
gap Q. When the atom Hamiltonian is +o-, then the ground-state will be |1) and the
excited state will be |0).

where € is the pump amplitude and is related to the laser power P according to |e|* =
vP/hw, where v is the cavity loss rate (the rate at which photons can go through
the semi-transparent mirror). This Hamiltonian is very simple, but is time-dependent.
Lucky for us, however, this time dependence can be eliminated using the concept of a
rotating frame, as will be discussed below.

Jaynes-Cummings and Rabi models

Quantum information has always been intimately related with quantum optics and
atomic physics, so light-matter interaction is an essential topic in the field. The two
most important models in this sense are the Jaynes-Cummings and Rabi models, both
of which describe the interaction of a single radiation mode with a single atom, approx-
imated as a two-level system. The basic idea of both models is the exchange of quanta
between the two systems; that is, sometimes the atom absorbs a photon and jumps to
an excited state and sometimes it emits a photon and drops down to the ground-state.
These effects of course take place on free space, but we are usually interested in con-
trolled experiments performed inside optical cavities. The situation is then like that of
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Fig. 6.3.
The Jaynes-Cummings model reads

Q .
Ta + SO Aaoy +d o). (6.23)

H = wa
The first two terms are the free Hamiltonians of the cavity field, with frequency w,, and
the atom, with energy gap Q. Whenever the atom Hamiltonian is written as +o07, the
ground-state will be |g) = |1) and the excited state will be |e) = |0) [see Fig. 6.3(c)].
Finally, the last term in (6.23) is the light-atom coupling. The term ao, describes the
process where a photon is annihilated and the atom jumps to the excited state. Simi-
larly, a’o_ describes the opposite process. The Hamiltonian must always be Hermitian
so every time we include a certain type of process, we must also include its reverse.
The type of interaction in Eq. (6.23) introduces a special symmetry to the problem.
Namely, it conserves the number of quanta in the system:

[H,a'a+0,]=0. (6.24)

This means that if you start the evolution with 7 photons and the atom in the ground-
state, then at all times you will either have 7 photons + ground-state or 6 photons and
the atom in the excited state. This is a very special symmetry and is the reason why the
Jaynes-Cummings model turns out to be easy to deal with.

However, if we start with a physical derivation of the light-atom interaction, we
will see that it is not exactly like the Jaynes-Cummings Hamiltonian (6.23). Instead, it
looks more like the Rabi model

. Q
H=wa'a+ EO-Z + Aa + aMHoy. (6.25)
The difference is only in the last term. In fact, if we recall that o, = o4 + 07—, we get
(a+ aT)O'x = (aoy + aTa',) + (a%ozr +ao_).

The first term in parenthesis is exactly the Jaynes-Cummings interaction, so the new
thing here is the term (a0, +ao_). It describes a process where the atom jumps to the
excited state and emits a photon, something which seems rather strange at first. More-
over, this new term destroys the pretty symmetry (6.24), making the Rabi model much
more complicated to deal with, but also much richer from a physical point of view.
Notwithstanding, as we will see below, if A is small compared to w,, Q this new term
becomes negligible and the Rabi model approximately tends to the JC Hamiltonian.

6.3 Rotating frames and interaction picture

In this section I want to introduce the concept of rotating frames, which is a small
generalization of the interaction and Heisenberg pictures that you may have learned in
quantum mechanics. Consider a system with density matrix p evolving according to
von Neumann’s equation (we could do the same with Schrodinger’s equation)

dp

i —i[H(), p], (6.26)
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where H(t) is a possibly time-dependent Hamiltonian. We can always move to a rotat-
ing frame by defning a new density matrix

pr =SS (), (6.27)

where S (f) is an arbitrary unitary. I will leave to you as an exercise to show that p will
also obey a von Neumann equation

d -
?’j = —i[A (1), p], (6.28)

but with an effective Hamiltonian?

5 s . .
H() = iES‘ +SHST. (6.29)

Thus, we see that in any rotating frame the system always obeys von Neumann’s (or
Schrodinger’s) equation, but the Hamiltonian changes from H () to H(t). Note that this
result is absolutely general and holds for any unitary S (7). Of course, whether it is
useful or not will depend on your smart choice for S ().

Before we move to applications, I need to mention that computing the first term
in Eq (6.29) can be tricky. Usually we write unitaries as S(f) = ') where K is
Hermitian. Then, one may easily verify the following BCH expansion

de’® . dK 2 _ dK

P’ dK
(K, 1+ 37 (KK~ T+ (6.30)

=]—

ar ¢ a2

The important point here is whether or not K commutes with dK/ dr. If that is the case
then only the first term survives and things are easy and pretty. Otherwise, you may
get an infinite series. I strongly recommend you always use this formula, because then
you are always sure you will not get into trouble.

Eliminating time-dependences

A simple yet useful application of rotating frames is to eliminate the time-dependence
of certain simple Hamiltonians, such as the pumped cavity (6.22). In this case the uni-
tary that does the job is

S(1) = e, 6.31)
2 To derive this equation it is necessary to use the following trick: since SST = 1 then
dss’ st ds as’ ds .
= =5 — 4 —gf =/ _ gt
== TS w T &t - dr s
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That is, we move to a frame that is rotating at the same frequency as the pump laser
w,. Using the BCH expansion (1.70) one may show that

Lok e . . e .
elﬂ((l aae aa a —e lﬂ/a, elG’a aaTe laa a — elG’aT, (632)

which are easy to remember: a goes with negative o and a’ with positive @. It then
follows that

S()|ea’e ™" + eae'|ST(t) = ea’ + ea,

while S (¢) has no effect on a’a. Moreover, this is one of those cases where only the
first term in (6.30) contributes:

ds . .
—SS' =iwya'a.

dr
Thus Eq. (6.29) becomes

H = (w, - wp)aTa tea +€a. (6.33)

We therefore conclude that in this rotating frame the Hamiltonian is time-independent,
but evolves according to the detuned frequency A = w, — w,,. This idea of detuning
a frequency is extremely important in quantum optics applications since it is an easy
way to change the parameters in the problem.

For more general bosonic Hamiltonians containing a pump term, the time-dependence
can be eliminated by the same transformation, provided the remainder of the Hamilto-
nian conserves the number of quanta (i.e., when all operators have an equal number of
as and a's). This is due to the simple rule imposed by (6.32), which says that every a
gets a term e~ *“»’ while every a' gets a ¢“#'. Thus, a Hamiltonian such as

U . .
H=wa+ EaTaTaa +ea'e ' + €' ae',
will lead to a rotating frame Hamiltonian
y L et
H=(w-wpa a+3a a'aa+ea' +€a.

Once you get the hang of it, it is quite easy: detune the frequency and get rid of the
exponential. But be careful. This can only be done if the number of as and as is the
same. For instance,

—iw, iwpt

H=wla+x(a+a) +ea'e™" +eae™r,

would not have a time-independent rotating frame under the transformation (6.31) be-

cause if you expand (a + a’)* there will be terms with a unbalanced number of as and
i

a’s.
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A similar rotating frame transformation also works for qubit systems of the form

Q Pl . )
H= 0+ z(aare_"""’ + o_e“rh) (6.34)
Q A .
= EO'Z + E[a'x cos(wpt) + oy sin(wp?)]. (6.35)

This Hamiltonian appears often in magnetic resonance because it represents a spin 1/2
particle subject to a constant field Q in the z direction and a rotating field A in the xy
plane. Remarkably, the transformation here is almost exactly as in the bosonic case:

() = e, (6.36)

In this case the idea of a rotating frame becomes a bit more intuitive: the Hamiltonian
is time-dependent because there is a field rotating in the xy plane. So to get rid of it,
we go to a frame that is rotating around the z axis by an angle w,t. 1 will leave for
you to check that this S () indeed does the job. One thing that is useful to know is that
Eq. (6.32) is translated almost literally to the spin case:

em,rO'Z/ZO__e—lmrz/Z — e—lao__’ eta(rz/Zo_+g—lao'z/2 — EWO'_;., (637)

Interaction picture

Now let us consider another scenario. Suppose the Hamiltonian is time-independent
but can be written in the standard perturbation-theory-style

H=Hy+V, (6.38)
where H) is easy to handle but V is not. Then choose
S(@r) = ¢, (6.39)

Eq. (6.29) then becomes

H@) =S@OVST (). (6.40)

This is the interaction picture: we eliminate the dependence on Hj at the cost of trans-
forming a time-independent Hamiltonian Hy + V into a time-dependent Hamiltonian
SVST.

The interaction picture is usually employed as the starting point of time-dependent
perturbation theory. We will learn a bit more about this below. But to get a first glimpse,
consider the Rabi Hamiltonian (6.25) and let us move to the interaction picture with
respect to Hy = wata + %o-z. Using Eqgs. (6.32) and (6.37) we then find

H() = A ac, o 4 aTO',e_i(Q_“’f)T] + /l[aTa'+ei(Q+“’")’ +ao_e @I (6.41)

In the interaction picture we see more clearly the difference between the two types of
couplings. The first term, which is the Jaynes-Cummings coupling, oscillates in time
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with a frequency Q — w,, which will be very small when Q is close to w.. The second
term, on the other hand, oscillates quickly with frequency w, + Q, which is in general a
much faster frequency that w, — Q. We therefore see the appearance of two time scales,
the JC term, which is slow, and the Rabi dude which give rise to fast oscillations.

Eq. (6.41) is frequently used as the starting point to justify why sometimes we can
throw away the last term (and hence obtain the Jaynes-Cummings model (6.23) from
the Rabi model). The idea is called the rotating-wave approximation (RWA) and is
motivated by the fact that if Q + w is very large, the last terms will oscillate rapidly
around zero average and hence will have a small contribution to the dynamics. But this
explanation is only partially convincing, so be careful. In the end of the day, the RWA is
really an argument on time-dependent perturbation theory. Hence, it will only be good
when A is small compared to w, and Q. Thus, the RWA is better stated as follows: if
A < we, Q and w, ~ Q, it is reasonable to throw away the fast oscillating terms in the
interaction picture. For an interesting discussion connection with perturbation theory,
see the Appendix in arXiv 1601.07528.

Heisenberg picture

In the interaction picture we started with a Hamiltonian H = H + V and went to
a rotating frame with Hy. In the Heisenberg picture, we go all the way through. That
is, we go to a rotating frame (6.29) with S (¢) = ¢”". For now I will assume H is time-
independent, but the final result also holds in the time-dependent case. As a result we
find

H=0 (6.42)
Consequently, the solution of the rotating frame Eq. (6.28) will be simply
p@) = p0) = p(0). (6.43)
But by Eq. (6.27) we have p(¢) = S (£)p(1)S T(£) so we get
p(t) = ST (Dp0)S (1) = e p(0)e™. (6.44)

You may now be thinking “DUH! This is is just the solution of the of von Neumann’s
equation!”. Yes, that’s exactly the point. The solution of von Neumann’s equation is
exactly that special rotating frame where time stands still (like in the Rush song!).

In the Heisenberg picture we usually transfer the time-dependence to the operators,
instead of the states. Recall that given an arbitrary operator A, its expectation value
will be (A) = tr(Ap). Using Eq. (6.44) we then get

A = tr {Ae_iH'p(O)eiH’} _ {el‘HfAeiH’p(O)}. (6.45)

This formula summarizes well the Schrodinger vs. Heisenberg ambiguity. It provides
two equivalent ways to compute (A). In the first, which is the usual Schrédinger picture
approach, the state p(¢) evolves in time and A is time-independent. In the second, the
state p is fixed at p(0) and we transfer the time evolution to the operator. It is customary
to define the Heisenberg operator

Ap() = A@p) = AT, (6.46)
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Some people write Ay (f) to emphasize that this is different from A What I usually do
is just be careful to always write the time argument in A(z).

By direct differentiation one may verify that the operator A(¢) satisfies the Heisen-
berg equation

? = i[H, A(D)]. (6.47)

This is to be interpreted as an equation for the evolution of the operator A(f). If what
you are interested is instead the evolution of the expectation value (A),, then it doesn’t
matter which picture you use. In the Heisenberg picture, Eq. (6.47) directly gives you

dA)
—5 = KIH.A)). (6.48)

But you can also get the same equation in the Schrédinger picture using the von Neu-
mann equation:
dp

% = tr{AE} = —itr{A[H,p]} = itr{[H,A],O}’

where, in the last line, all I did was rearrange the commutator using the cyclic property
of the trace.

About time-dependent Hamiltonians

The solution of Schrodinger’s or von Neumann’s equation for time-independent
Hamiltonians is very easy, being simply e ", However, when the Hamiltonian is
time-dependent this solution no longer works. Let us then see how to write down the
solution in this case. I will do so for the case of Schodinger’s equation, simply because
it looks a little bit cuter. It is straightforward to generalized to von Neumann’s equation.
Our starting point is thus the equation

Oy = —iH®Wr). (6.49)

In order to figure out what the solution will be in this case, we follow the maxim of
Polish mathematician Marc Kac: ‘“be wise, discretize!”” That is, we assume that the
Hamiltonian H(t) is actually piecewise constant at intervals A¢, having the value H(nAt)
during the interval between nAt and (n+ 1)At (something like what is shown in Fig. 6.4,
but for the operator H(f)). We can then solve Eq. (6.49) exactly for one interval:

W ((n + DADY = e MHEAD Wy (nAr)). (6.50)

From this we can proceed sequentially, using the solution for a given interval as the
initial condition for the next. This allows us to glue together a solution between 7y =
MAt and t = (N + 1)At (with M, N integers and N > M):

|¢t> — e—iAtH(NAt)e—iAtH((N—l)Ar) o e—iAtH(MAz) |¢To>' (651)
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Figure 6.4: A silly example of a piecewise constant function.

Of course, this discretization is just a trick. We can now take Ar — 0 and we will have
solved for the most general time-dependent Hamiltonian.
If we define the time-evolution operator according to

[y = U, 1), ) (6.52)

then we see that

U(t, t()) - e*iAtH(NAt)efiAtH((NfI)At) o e*iAtH(MAt). (653)

Since this becomes exact when At — 0, we conclude that this is the general solution
of the time-dependent problem. Admittedly, this solution is still quite a mess and part
of our effort below will be to clean it up a bit. But if you ever wonder “what is the
solution with a time-dependent Hamiltonian?”, I recommend you think about (6.53).

It is interesting to note that this operator U(t, ) satisfies all properties of its time-
independent cousin:

Ulto, o) = 1, (6.54)
U@, t)U(t,t9) = U(t, 1), fh<t <t, (6.55)
U, 1)U (t,10) = 1, (6.56)
U'(t, 1) = Ulto, 1). (6.57)

Eq. (6.55) is particularly important, because it shows that even in the time-dependent
case the solution can still be broken down in pieces.

The important point that must be remembered concerning Eq. (6.53) is that in gen-
eral you cannot recombine the exponentials since the Hamiltonian at different times
may not commute:

in general [H(¢), H{')] # 0. (6.58)
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If this happens to be the case, then the problem is very easy and Eq. (6.53) becomes

N
U(t, 1) = exp{ —iAt Z H(nAt)}
n=M

= exp{ - ifH(t')dt'},

where, in the last line, I already took the limit A+ — 0 and transformed the sum to an
integral.

However, if H(#) does not commute at different times, this solution is incorrect.
Instead, we can use a trick to write down the solution in a way that looks formally
similar. We define the time-ordering operator 7~ such that, when acting on any set of
time-dependent operators, it always puts later times to the left:

AUDA®)  ift > 1
TA(AR) = (6.59)
A)A(L) ifn >4

This time-ordering operator can now be used to combine exponentials. If we recall the
Zassenhaus (BCH) formula (??):
2 3
QAYB) 1A g1B = 481 S CIBIABIHIALABI) (6.60)

we see that the combination-recombination of exponentials involves only commutators.
Now suppose t, > t;. Then

T1A(t), B(11)] = T(A(tz)B(tl) - B(tl)A(lz)) = A(r)B(t1) — A(2)B(1) = 0.

Consequently, if we expand eA®*81) and then apply 77, the only term that will survive
will be eA®@B®) Hence,
A1) Bl — g A)+B(1) (6.61)

Within the protection of the time-ordering operator, we can freely recombine exponen-
tials.

Using this time-ordering trick we may now recombine all terms in the product (6.53),
leading to

U(t, tp) =7'exp{—ifH(t’)dt'}, (6.62)

where I already transformed this into an integral. This is the way we usually write the
formal solution of a time-dependent problem. The time-ordering operator 7 is just a
compact way to write down the solution in Eq. (6.53). If you are ever confused about
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how to operate with it, go back to Eq. (6.53). Finally, let me mention that Eq. (6.62)
can also be viewed as the solution of the initial value problem

dU((itl: tO) _ —iH(l)U(l, tO), U(to,to) =1. (663)

This may not be so evident from Eq. (6.62), but it is if we substitute Eq. (6.52) into (6.49).

Magnus expansion

We are now in a good point to discuss time-dependent perturbation theory. The
scenario is as follows. We start with Hy + V and move to the interaction picture where
the rotating frame Hamiltonian becomes the time-independent operator (6.40). We then
try to solve the von Neumann equation for this operator. Or, what is equivalent, we try
to find the time-evolution operator U(t, tp) which, as in (6.63), will be the solution of

% = —iHOU@, 1), Uty, to) = 1. (6.64)

There are many ways to do this. Sometimes the perturbation theory is done in terms of
states and sometimes it is done in terms of operators (in which case it is called a Dyson
series).

Here I will try to do it in a slightly different way, using something called a Magnus
expansion. Parametrize the time evolution operator as

U(t, tg) = e X0, Q(to, to) = 0, (6.65)

where Q(t, 1) is an operator to be determined. To find an equation for it, we first
multiply Eq. (6.64) bu U on the left, leading to

-iQ
de 2

¢ = ~ifl).

Then we use Eq. (6.30) to find
. 1 . 1 . -
a- é[g, Q] - IQ.[Q.Qll +... = HO), (6.66)

which is a really weird equation for Q(z, ty).
We now write this in perturbation-theory-style by assuming that H(f) — €eH(t)
where € is a small parameter. Moreover, we expand € as

Q=€+ €W +EQ3+.... (6.67)

Substituting in Eq. (6.66) and collecting terms of the same order in € we are then led to
a system of equations

Q, = H(@), (6.68)
. i .

O = 5[91,91], (6.69)
. . i .1 )

Q3 = S1Q1, Qo + 5102, Oy + 59, [, Q1. (6.70)
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and so on. These can now be solved sequentially, leading to

t

Ql(t)=fdt1 H(), 6.71)
Qz(l)=—% f dry f dey [H(ty), H(1)], 6.72)

1 t N 15 ) 3 ) ) ) )
() = ¢ f dn f dr, f ats (L), @), A+ AGs), (), A1 6.73)

This is the Magnus expansion. Higher order terms become more and more cumber-
some. From this one may obtain the Dyson series expanding Eq. (6.65) in a Taylor
series.

It is also important to note that if the Hamiltonian commutes at different times, then
the series truncates at the first term. If this were always the case, there would be no
need for perturbation theory at all. The need for time-dependent perturbation theory is
really a consequence of the non-commutativity of H at different times.

Rotating wave approximation

Consider once again the interaction picture Rabi Hamiltonian (6.41) and let us com-
pute the first order term in the Magnus expansion, Eq. (6.71). We get, assuming ¢y = 0,

t

- A . . .
f dr H(ty) = ——— [am(em—wf” —D-da' o (e - 1)]
Q- we)
0
+ A a'['o_ (ei(QJra)(.)t _ 1) —ao (efi(QJra)C)t _ 1)]
i(Q+wl 7 B '

The Rotating-wave approximation scenario is now apparent: when we do perturbation
theory, the Jaynes-Cummings terms will multiply 1/(Q —w,) whereas the non-JC terms
will contain 1/(Q2 — w,.). If we are close to resonance (2 ~ w,) and if A is small the
first term will be very large and the second very small. Consequently, the second term
may be neglected.

6.4 Coherent states

Coherent states are a very special set of states which form the basis of continuous
variables quantum information. In this section we will discuss some of its basic prop-
erties. If you ever need more advanced material, I recommend the paper by K. Cahill
and R. Glauber in Phys. Rev. 177, 1857-1881 (1969).
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We begin by defining the displacement operator

D(a) = ™' ', (6.74)

where « is an arbitrary complex number and o* is its complex conjugate. The reason
why it is called a “displacement” operator will become clear soon. A coherent state is
defined as the action of D(«) into the vacuum state:

la) = D()[0). (6.75)

We sometimes say that “a coherent state is a displaced vacuum”. This sounds like a
typical Star Trek sentence: “Oh no! He displaced the vacuum. Now the entire planet
will be annihilated!”

D(«) displaces a and a'

Let us first try to understand why D(«) is called a displacement operator. First, one
may verify directly from Eq. (6.74) that

D'(a)D(a) = D(a)D' () = 1 (it is unitary), (6.76)
D' (a) = D(-a). (6.77)

This means that if you displace by a given a and then displace back by —a, you return
to where you started. Next I want to compute D' (@)aD(a). To do that we use the BCH
formula (1.70):

e"Be™ = B+ [A, B] + %[A, [A, B]] + %[A, [A,[A, Bl +.... (6.78)

with B =aand A = a*a — aa’. Using the commutation relations [a,a'] = 1 we get

"

[@*a —aa',a] = a.

But this is a c-number, so that all higher order commutators in the BCH expansion will
be zero. We therefore conclude that

Df(@)aD(a) = a + a. (6.79)

This is why we call D the displacement operator: it displacements the operator by an
amount a. Since D' (@) = D(—a) it follows that

D(@)aD' (@) = a - a. (6.80)
The action on a' is similar: you just need to take the adjoint: For instance

Di(@)a'D(@) = a' + a*. (6.81)
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The coherent state is an eigenstate of a

What I want to do now is apply a to the coherent state |@) in Eq. (6.75). Start
with Eq. (6.79) and multiply by D(a@) on the left. Since D is unitary we get aD(@) =
D(a)(a + a). Thus

ala) = aD(@)|0) = D(a)(a + a)|0) = D(a)(2)[0) = ala),

where I used the fact that ¢|0) = 0. Hence we conclude that the coherent state is the
eigenvector of the annihilation operator:

da) = ala). (6.82)

The annihilation operator is not Hermitian so its eigenvalues do not have to be real. In
fact, this equation shows that the eigenvalues of a are all complex numbers.

Alternative way of writing D

It is possible to express D in a different way, which may be more convenient for
some computations. Using the Zassenhaus formula (6.60) we see that, if it happens
that [A, B] commute with both A and B, then

ATB _ oA B 5IAB] (6.83)

Since [a,a'] = 1, we may write

D(a) = el 2 g0d" —ata _ laf/2 ~a'a ea" (6.84)

This result is useful because now the exponentials of a and a' are completely separated.
From this result it follows that

D(@)DB) = e# T P2D(a + p). (6.85)

This means that if you do two displacements in a sequence, it is almost the same as
doing just a single displacement; the only thing you get is a phase factor (the quantity
in the exponential is purely imaginary).

Poisson statistics

Let us use Eq. (6.84) to write the coherent state a little differently. Since a|0) = 0 it
follows that e~#?|0) = |0). Hence we may also write Eq. (6.75) as

o) = el/200a" |y, (6.86)
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Now we may expand the exponential and use Eq. (6.14) to write (a’)"|0) in terms of
the number states. We get

e O @
la) = e/ Z ﬁ|n>. (6.87)
n=0 n.
Thus we find that ;
(nla) = e—‘“‘zﬂ%. (6.88)
n!

The probability of finding it in a given state |n), given that it is in a coherent state, is
therefore

[nla)l* = (6.89)

o (P

e —.
n!
This is a Poisson distribution with parameter A = |a>. The photons in a laser are
usually in a coherent state and the Poisson statistics of photon counts can be measured
experimentally. If you measure this statistics for thermal light you will find that it is
not Poisson (usually it follows a geometric distribution). Hence, Poisson statistics is a
signature of coherent states.

Orthogonality

Coherent states are not orthogonal. To figure out the overlap between two coherent
states |@) and |8) we use Eq. (6.86):

(Blay = e B2 lal 2B a e |,

We need to exchange the two operators because we know how a acts on |0) and how a'
acts on (0|. To do that we use Eq. (6.83):

A’ = ot Flagha (6.90)
We therefore conclude that
2 2
(Bla) = exp {,8*01 - Iﬁ—l - ﬂ} (6.91)
2 2
The overlap of the two states, squared, can be simplified to read:
(Bla) = exp { - lo — B} (6.92)

Hence, the overlap between two coherent states decays exponentially with their dis-
tance. For large @ and § they therefore become approximately orthogonal. Also, as a
sanity check, if 8 = a then

(adlay =1, (6.93)
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which we already knew from Eq. (6.75) and the fact that D is unitary. Coherent states
are therefore normalized, but they do not form an orthonormal basis. In fact, they form
an overcomplete basis in the sense that there are more states than actually needed.

Completeness

Even though the coherent states do not form an orthonormal basis, we can still write
down a completeness relation for them. However, it looks a little different:

2
f % la)al = 1. (6.94)

This integral is over the entire complex plane. That is, if @ = x + iy then d’e = dxdy.
This is, therefore, just your old-fashioned integral over two variables. The proof of
Eq. (6.94) is a little bit cumbersome. You can find it in Gardiner and Zoller.

Trace of a displacement operator

Due to the orthogonality (6.94), you can also use the coherent state basis to compute
traces:

tr(0) = f % (a|Ola). (6.95)
As an example, let us compute the trace of the displacement operator:
o= [ @pw = [ L2 opi@pwpio
But since D(«) is unitary, it infiltrates everywhere:
DY (a)D()D() = exp {DT(a')(/lf - A*a)D(a)} = D).
Thus we get

d2a

* * d2 * *
tr D(A) = = a0 D()|0) = eI/ f L@ po-ra (6.96)
T

where I used the fact that (0|D(2)|0) = (0|1) = ¢™1'/2 [Eq. (6.88)].
The remaining integral is actually an important one. Let us write @ = x + iy and
A =u+iv. Then
A" — V'a = 2ixv — 2iuy.

da . i diuy
f eﬁa Ya _ derlxv dye 2iuy
T
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But each one is now a Dirac delta
f dxe™ = 275(k).

Whence

2
f A v _ 50, (6.97)
T

where 6(1) = 6(Re(2))0(Im(2)). This integral is therefore nothing but the two-dimensional
Fourier transform in terms of the complex variable a.
Substituting this in Eq. (6.96) we finally conclude that

tr D(A) = 7 (1), (6.98)

where I omitted the factor of ¢™°/2 since the Dirac delta make it irrelevant. Using this

and Eq. (6.85) also allows us to write the neat formula

tr [D(a)DT(,B)] = 16(a — ). (6.99)

This is a sort of orthogonality relation, but between operators.

D(«) as a basis for operators

Due to Egs. (6.98) and (6.99), it turns out that the displacement operators form a
basis for the Hilbert space, in the sense that any operator F' may be decomposed as

2
F= f % f(@)D' (@) (6.100)

where
fla) =tr [FD(a)]. (6.101)

This is just like decomposing a state in a basis, but we are actually decomposing an
operator.

6.5 The Husimi-Q function

A big part of dealing with continuous variables systems is the idea of quantum
phase space, similarly to the classical coordinate-momentum phase space in classical
mechanics. There are many ways to represent continuous variables in phase space. The

127



three most important are the Husimi-Q function, the Wigner function and the Glauber-
Sudarshan P function. Each has its own advantages and disadvantages. Since this
chapter is meant to be a first look into this topic, we will focus here on the simplest one
of them, the Q function.

The Husimi-Q function is defined as the expectation value of the density matrix in
a coherent state

1
Q(a*,a) = 7—r<a|p|oz>. (6.102)

Here a and o are to be interpreted as independent variables. If that confuses you,
define @ = x + iy and interpret Q as a function of x and y. In fact, following the trans-
formation between a, a’ and the quadrature operators g, p in Eq. (6.3), x/ V2 represents
the position in phase space, whereas y/ V2 represents the momentum.

Using Eq. (6.95) for the trace in the coherent state basis, we get

da
I=trp= f — (alpla).

Thus, we conclude that the Husimi Q function is normalized as

f d*a Q(a*,a) =1 (6.103)

which resembles the normalization of a probability distribution.
If we know Q we can also use it to compute the expectation value of operators. For
instance, since ala) = ala) it follows that

d2a/ 2 *
(a) = tr(pa) = f T(dlpalcw: f d“a Q(a, a")a,

which is intuitive. As another example, recalling that (ala" = (a|a*, we get

2

(aa’y = tr(ana) = f% (aIanaIa) = f d*a O(a, a/*)lalz.

It is interesting to see here how the ordering of operators play a role. Suppose you want
to compute {a'a). Then you should first reorder it as (a'a) = {(aa’) — 1 and then use
the above result for (aa’).

More generally, we may obtain a rule for computing the expectation values of anti-
normally ordered operators. That is, operators which have all a's to the right. If this is
the case then we can easily write

(@@l = f d’a k)o@, a). (6.104)

Thus, to compute the expectation value of an arbitrary operator, we should first use the
commutation relations to put it in anti-normal order and then use this result.
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Figure 6.5: Example of the Husimi function (6.106) for u = 2 + 2i.

The Q function is always non-negative. But not all Q functions correspond to valid
states. For instance, §(a) is not a valid Husimi function since it would lead to

2
(aa'y = f%lalzéz(a) -0, (6.105)

which is impossible since {(aa’) = (a’a) + 1 and {(a’a) > 0.
Let us now turn to some examples of Q functions.

Example: coherent state

If the state is a coherent state |u), then p = |u)(u| and we get from (6.92) and
(6.102):

. 1 1
0@, ) = —(alpla) = ~ exp{ ~lo — i} (6.106)
This is a Gaussian distribution in the complex plane, centered around u and with unit
variance (see Fig. 6.5). The ground-state of the harmonic oscillator is also a coherent
state, but with u = 0. It will therefore also be a unit-variance Gaussian, but centered

at zero. This is why we say the coherent state is a displaced vacuum: it has the same
distribution, but simply displaced in the complex plane by u.

Example: Schrodinger cat state
In the context of continuous variables, we sometimes call the superposition

1
V2

a Schrodinger cat state. Using Eq. (6.91) we then get

= —= (10 +1-m) 6.107)

-2t —2ua*
L} (6.108)

1
Ola,a™) = —e"”‘”lz{l +
T 2
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Figure 6.6: Example of the Husimi function (6.108) for a Schrodinger cat state (6.107), assum-
ing u real. The plots correspond to a cut at Im(@) = 0.

An example of this function is shown in Fig. 6.6. It corresponds to roughly two Gaus-
sians superposed. If u is small then the two peaks merge into one, but as u increases
they become more distinguishable.

Example: thermal state

Next let us consider a thermal Gibbs state

e—ﬁwa*a
P =——, (6.109)
where
Z = tr(e Py = (1 — e Py, (6.110)

is the partition function. The Husimi function will be

1= oy &
0@ @)= LS o oy afa).
n=0

T

This is a straightforward and fun calculation, which I will leave for you as an exercise.
All you need is the overlap formula (6.88). The result is

| laf?
O, a) = mexp{ }, (6.111)

A+l
where
1

ebo -1’

n= (6.112)
is the Bose-Einstein thermal occupation of the harmonic oscillator. Thus, we see that
the thermal state is also a Gaussian distribution, centered at zero but with a variance
proportional to 72 + 1. At zero temperature we get 77 = 0 and we recover the Q function
for the vacuum p = |0)(0|. The width of the Gaussian distribution can be taken as a
measure of the fluctuations in the system. At high temperatures 7 becomes large and
so does the fluctuations. Thus, in the classical limit we get a big fat Gaussian. But even
at T = 0 there is still a finite width, which is a consequence of quantum fluctuations.
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The two examples above motivate us to consider a displaced thermal state. It is
defined in terms of the displacement operator (6.74) as

—Bwa'a

VA

e

p = D(u) D' (u). (6.113)

The corresponding Q function, as you can probably expect, is

_|01—ll|2}
n+1 )

0", a) = (6.114)

A+ 1) P {
which is sort of a mixture of Egs. (6.106) and (6.111): it represents a thermal Gaussian

displaced in the complex plane by an amount .

Heterodyne measurements

The Husimi-Q function allows for an interesting interpretation in terms of mea-
surements in the coherent state basis |a), which is called heterodyne measurements.
Recall that the basis |a) is not orthonormal and therefore such a measurement is not a
projective measurement. Instead, it is a generalized measurement in the same spirit of
Sec. 2.7. In particular, please recall Egs. (2.37)-(2.39). In our case, the set of measure-
ment operators are

1
M, = ﬁla)(al. (6.115)

They are appropriately normalized as

. d?
f o MM, = f 2 Jaal = 1,

which is nothing but the completeness relation (6.94).
If outcome « is obtained, then the state after the measurement will collapse to
|a){@|. And the probability of obtaining outcome « is, by Eq. (2.38),

1 ,
Pa = tr MopM;, = —(alpla) = Q(@a"). (6.116)

Thus, we see that the Husimi-Q function is nothing but the probability outcome if we
were to perform a heterodyne measurement. This gives a nice interpretation to Q:
whenever you see a plot of QO(a, @*) you can imagine “that is what I would get if I were
to measure in the coherent state basis”.

6.6 von Neumann’s measurement model

In this section I want to use what we learned about continuous variables to discuss
a more realistic measurement model. The calculations we are going to do here are a
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variation of an original proposal given by von Neumann. Suppose we have a system S
that has been prepared in some state [iy) and we wish to measure some observable K in
this state. We write the eigenstuff of K as

K= Z Kl )(Kl. 6.117)
k

In order to measure this observable, what we are going to do is couple the system to
an ancilla, consisting of a single continuous variable bosonic mode a, according to the
interaction Hamiltonian

H =igK(a" - a). (6.118)

This Hamiltonian represents a displacement of the bosonic mode which is proportional
to the operator K. We could also do the same with (a + a®) which looks more like a
coordinate g. But doing it for i(a" — a) turns out to be a bit simpler.

We assume the ancila starts in the vacuum so the initial state is

[P0))sa = )s ®10)4. (6.119)

We then compute the time evolution of S+A under the interaction Hamiltonian (6.118).
We will not worry here about the free part of the Hamiltonian. Including it would
complicate the analysis, but will not lead to any new physics. Our goal then is to
compute the state at time ¢

[D()sa = e DO0))sa- (6.120)
To evaluate the matrix exponential we expand it in a Taylor series
—)?
e =1—-iHt+ %Hzﬂ +.

We now note that, using the eigenstuff (6.117), we can write (being a bit sloppy with
the ®):

H =" xkiGigk)(a + a"),
k

H? = k(g (a + a')?,
k

H" =" y(kiGigh)"(a +a')".
k

Thus we may write

e = Z lk)(k|esk@rah) = Z lk)(k| ® D(gtk), (6.121)

k k

where I introduced here displacement operator D(a;) = ewa'—aja [Eq. (6.74)].
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It is now easy to apply the evolution operator to the initial state, as in Eq. (6.120).
We simply get

@W)ss = Y (160 © Digro) w5 ©10)4),
k

or

|D(1)sa = Z [kl IkYs @ Igth)a, (6.122)

k

where |gtk)4 = D(gtk)|0),4 is the coherent state at position @ = grk. This result is quite
important. It says that after a time 7 the combined S+A system will be in an entangled
state, corresponding to a superposition of the system being in |k) and the ancilla being
in |gtk).

Reduced density matrix of the ancilla

Since the states |k) form an orthonormal basis, the reduced density matrix of the
ancilla will be simply

pa() = trs [DOND()] = Z Kkl Plg k) grkl. (6.123)
k

This is just an incoherent combination of coherent states, with the coherent state |gtk)
occurring with probability
i = Kkl (6.124)

The corresponding Q function will then be simply a sum of terms of the form (6.106):

1
Q@)= ) pee . (6.125)
T
k

To give an example, suppose our system is a spin 2 particle with dimension d = 5
and suppose that the eigenvalues & in Eq. (6.117) are some spin component which can
take on the values k = 2, 1,0, —1, -2 [there is nothing special about this example; I'm
just trying to give an example that is not based on qubits!]. Suppose also that the state
of the system was prepared in

1
W) = §{|2>—|1>—|— 1>+|—2>}, (6.126)

where the states here refer to the basis |k) in (6.117). Some examples of the Q function
for this state and different values of gt are shown in Fig. 6.7. Remember that the Q
function represents a heterodyne detection on the ancilla. These examples show that
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Figure 6.7: Example of the Q function (6.125) computed for the example state (6.126) for
different values of gz. Namely (a) 1, (b) 2 and (c) 4.

if gt is small then the different peaks become blurred so such a measurement would
not be able to appropriately distinguish between the different peaks. Conversely, as gt
gets larger (which means a longer interaction time or a stronger interaction) the peak
separation becomes clearer. Thus, the more S and A interact (or, what is equivalent,
the more entangled they are) the larger is the amount of information that you can learn
about S by performing a heterodyne detection on A.

Reduced density matrix of the system

Next let us compute the reduced density matrix of the system, staring with the
composite state (6.122). We get

ps(t) =t RON@O] = Y (UK Kgrkgrk) XK |

kk

We can simplify this using the orthogonality relation between coherent states, Eq. (6.91),

which gives

(g1’
2

Thus, the reduced density matrix of S becomes

(gtklgtk’y = exp { -8 g k’)2}.

ps ()= )" prac O, (6.127)
k.k
where
2
prie () = KWK exp | - E - ey (6.128)

Just as a sanity check, at # = 0 we recover the pure state pg(0) = |Y){¥.
What is really interesting about Eq. (6.128) is that the diagonal entries of pg in the
basis |k) are not effected:

Pri(t) = <kl )Wlk) = pici(0). (6.129)
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Conversely, the off-diagonal coherences are exponentially damped and if we never turn
off the S+A interaction we will eventually end up with

limpe =0, K #k (6.130)

Thus, the system initially started in a state /) which was a superposition of the states
|k). But, if we allow the system and ancilla to interact for a really long time, the system
will end up in a incoherent mixture of states. It is also cool to note how the damping of
the coherences is stronger for k and k" which are farther apart.

This analysis shows the emergence of a preferred basis. Before we turned on
the S+A interaction, the system had no preferred basis. But once that interaction was
turned on, the basis of the operator K, which is the operator we chose to couple to
the ancila in Eq. (6.118), becomes a preferred basis, in the sense that populations and
coherences behave differently in this basis.

Our model also allows us to interpolate between weak measurements and strong
measurements. If gt is small then we perturb the system very little but we also don’t
learn a lot about it by measuring A. Conversely, if gt is large then we can learn a great
deal more, but we also damage the system way more.

Conditional state given measurement outcome

Finally, let us analyze what happens if at time # we perform an actual heterodyne
measurement with the operator set M,, in Eq. (6.115). Then if outcome « is obtained,
the composite state of S+A will collapse so

¥

DONDO)| — Malfb(t))(‘l)*(t)lMa’ 6.131)
O(a, o)

where I already used Eq. (6.116) to relate the outcome probability p, with the Husimi

function. After the measurement the ancilla will collapse to the coherent state |a){c|.

Taking the partial trace of Eq. (6.131) over A we then get the reduced density matrix of

S, given that the measurement outcome was a. I will leave the details of this calculation

to you. The result is

Psia(®) = ) PriiaOIK, 6.132)
k&’
where |
Pra = s CWIR Mgk gk ). (6.133)

In particular, we can look at the diagonal elements py tjo

P 2
prelo—gik

S peeTT (6.134)
k/

Pra(t) =

These quantities represent the populations in the |k) basis, given that the measurement
outcome was «.
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Figure 6.8: The conditional populations in Eq. (6.134) for the example state (6.126) and gr = 1.
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Figure 6.9: Same as Fig. 6.8 but for gr = 4.

An example of these conditional populations is shown in Fig. 6.8, which represent
Pl Tor different values of & as a function of Re(@) for the example state (6.126). We
can read this as follows. Consider Fig. 6.8(a), which represents p_»,. What we see is
that if Re(@) <« —2 then it is very likely that the system is found in k = —2. Similarly,
if Re(e) is around -2, as in Fig. 6.8(b), there is a large probability that the system is
found in k = —1.

The results in Fig. 6.8 correspond to gt = 1 and therefore are not strong measure-
ments. Conversely, in Fig. 6.9) we present the results for g = 4. Now one can see a
much shaper distinction of the probabilities. For instance, if Re(a) = 5 then it is almost
certain that the system is in k = 1, as in Fig. 6.9(d).

6.7 Lindblad dynamics for the quantum harmonic os-
cillator

We return to the pumped cavity model described in Fig. 6.2. We assume the optical
cavity contains only a single mode of radiation a, of frequency w,, which is pumped
externally by a laser at a frequency w,. The Hamiltonian describing this system is
given by Eq. (6.22):

f —iw),

H=w.ad'a+ea'e ™" + e aer'. (6.135)

In addition to this, we now include also the loss of photons through the semi-transparent
mirror. This is modeled by the following master equation

% = _ilH, p] + D(p), (6.136)

where D(p) is called the Lindblad dissipator and is given by

D(p) = y|apa’ - %{a*a, o}l (6.137)
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Here y > 0 is a constant which quantifies the loss rate of the cavity. Recall that the
pump term e in Eq. (6.135) was related to the laser power P by |e|* = yP/ hw,, which
therefore depends on . This is related to the fact that the mechanism allowing for the
photons to get in is the same that allows them to get out, which is the semi-transparent
mirror. I should also mention that sometimes Eq. (6.137) is written instead with another
constant, y = 2«. There is a sort of unspoken rule that if Eq. (6.137) has a 2 in front,
the constant should be named «. If there is no factor of 2, it should be named 7. If you
ever want to be mean to a referee, try changing that order.

For qubits the dimension of the Hilbert space is finite so we can describe the master
equation by simply solving for the density matrix. Here things are not so easy. Finding
a general solution for any density matrix is a more difficult task. Instead, we need to
learn alternative ways of dealing with (and understanding) this type of equation.

Before we do anything else, it is important to understand the meaning of the struc-
ture of the dissipator, in particular the meaning of a term such as apa’. Suppose att = 0
we prepare the system with certainty in a number state so p(0) = |r){n|. Then

D(ny(nl) = yn{m —n—1]- |n><n|}.

The first term, which comes from apa’, represents a state with one photon less. This
is precisely the idea of a loss process. But this process must also preserve probability,
which is why we also have another term to compensate. The structure of the dissipa-
tor (6.137) represents a very finely tuned equation, where the system looses photons,
but does so in such a way that the density matrix remains positive and normalized at all
times. We also see from this result that

D(|0X0]) = 0. (6.138)

Thus, if you start with zero photons, nothing happens with the dissipator term . We say
that the the vacuum is a fixed point of the dissipator (it is not necessarily a fixed point
of the unitary evolution).

The case of zero pump, € = 0

Let us consider the case € = 0, so that the Hamiltonian (6.135) becomes simply H =
wca'a. This means the photons can never be injected, but only lost. As a consequence,
if our intuition is correct, the system should eventually relax to the vacuum. That is,
we should expect that

Lim p() = [0)0]. (6.139)

We are going to try to verify this in several ways. The easiest way is to simply verify
that if p* = |0)(0] then

~iwcla'a,p"] + D(p*) = 0,
so the vacuum is indeed a steady-state of the equation. If it is unique (it is) and if the

system will always converge to it (it will), that is another question.
Next let us look at the populations in the Fock basis

Pn = (nlpln). (6.140)
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They represent the probability of finding the system in the Fock state |n). We can find
an equation for p,(¢) by sandwiching Eq. (6.136) in (n|...|n). The unitary part turns
out to give zero since |n) is an eigenstate of H = wea'a. As for (n|D(p)Iny, I will leave
for you to check that we get

dp

Ttn =y|(n+ Dppe1 —np,|. (6.141)

This is called a Pauli master equation and is nothing but a rate equation, specifying
how the population p,(f) changes with time. Positive terms increase p, and negative
terms decrease it. So the first term in Eq. (6.141) describes the increase in p, due to
populations coming from p,;. This represents the decays from higher levels. Simi-
larly, the second term in Eq. (6.141) is negative and so describes how p, decreases due
to populations at p, that are falling down to p,,_;.
The steady-state of Eq. (6.141) is obtained by setting dp,,/ d¢ = 0, which gives
n

Pn+1 = m

In particular, if n = 0 we get p; = 0. Then plugging this in n = 1 gives p» = 0 and so
on. Thus, the steady-state correspond to all p,, = 0. The only exception is py which, by
normalization, must then be py = 1.

Pn- (6.142)

Evolution of observables

Another useful thing to study is the evolution of observables, such as {(a), (ata), etc.
Starting from the master equation (6.136), the expectation value of any observables is

KOy _ (o dp) _ .
Pl tr{ dt} = —itr {O[H,p]} +tr {OD(p)}.
Rearranging the first term we may write this as
‘L—(t) — (([H,O]) +tr {OD(p)}. (6.143)

The first term is simply Heisenberg’s equation (6.48) for the unitary part. What is new
is the second term. It is convenient to write this as the trace of p times “something”, so
that we can write this as an expectation value. We can do this using the cyclic property
of the trace:

1. I . 1 1
tr {O[apaT —=a'ap — —pa'a]} =(d'0Oa - =a'a0 - =0a'a). (6.144)
2 2 2 2
Using this result for O = a and O = a'a gives, playing with the algebra a bit,
ir {aZ)(p)} - —%(a), r {aTaZ)(p)} = —yd'a. (6.145)
Using these results in Eq. (6.143) then gives
d
% = —(iw + y/2){a), (6.146)
d(a’ .
<Zt“> = —y(a'a). (6.147)
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Thus, both the first and the second moments will relax exponentially with a rate vy,
except that (a) will also oscillate:

(ay, = e @D gy, (6.148)
(a'ay, = e(a'a) (6.149)

As t — oo the average number of photons {a'a) tends to zero, no matter which state
you begin at. Looking at a handful of observables is a powerful way to have an idea
about what the density matrix is doing.

Evolution in the presence of a pump

Let us now go back to the full master Eq. (6.136). We can move to the interaction
picture exactly as was done in Eq. (6.31), defining

pr=SwpS@), S = e,

This transforms the Hamiltonian (6.135) into the detuned time-independent Hamilto-
nian (6.33):

H=Ad"a+ea" +€a, (6.150)

where A = w, — w), is the detuning. Moreover, I will leave for you as an exercise to
check that this does not change in any way the dissipative term. Thus, g will evolve
according to
dp
dr
To get a feeling of what is going on, let us use Eq. (6.143) to compute the evolution
of (a). Everything is identical, except for the new pump term that appears. As a result
we get

= —i[A, ] + D). (6.151)

d{a)
Sdr

As before, (a) will evolve as a damped oscillation. However, now it will not tend to
zero in the long-time limit, but instead will tend to

= —(iA +y/2)a) - ie. (6.152)

i€

(a)ss = —m'

(6.153)
I think this summarizes well the idea of a pumped cavity: the steady-state is a compe-
tition of how much we pump (unitary term) and how much we drain (the dissipator).
Interestingly, the detuning A also affects this competition, so for a given € and y, we
get more photons in the cavity if we are at resonance, A = 0.

We can also try to ask the more difficult question of what is the density matrix p*
in the steady-state. It turns out it is a coherent state set exactly at the value of (a):

i€

= 6.154
iA+ /2 (6.154)

p* = la)al,
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One way to check this is to take the coherent state as an ansatz and then try to find what
is the value of @ which solves Eq. (6.151). The average number of photons will then

be
2

T 2 €
a'a)=lal" = ——. 6.155
@ar=lof = 55— (6.155)
The purpose of this section was to show you a practical use of master equations
and open quantum systems. This “cavity loss” dissipator is present in literally every
quantum optics setup which involves a cavity. In fact, I know of several papers which
sometimes even forget to tell that this dissipator is there, but it always is.

6.8 The spin-boson model

The name spin-boson refers to a single qubit interacting with an infinite number of
bosonic modes. Just like with the British royal family, when we talk about this model,
there is a good boy and a bad boy. They are:

H= %0’2 + D Qublbi+ Y Acobe+b)),  (goodboy),  (6.156)
k k

H= %gz + Z Qub!by + Z A o(by +b)),  (bad boy). (6.157)
k k

The fundamental difference between the two models is that in the first the operator ap-
pearing in the S-E interaction (o) is the same as the operator in Hg. Consequently, the
model (6.156) cannot generate transitions between energy levels (population changes)
and, consequently, the most that can happen is environment-induced decoherence. In
Eq. (6.157), on the other hand, the operator o, is the spin flip and therefore causes pop-
ulation changes. Consequently, it will give rise to an amplitude damping-type of dy-
namics. In this section we will talk about the good-boy spin-boson model, Eq. (6.156).
It has the cool, and quite rare, feature that it can analytically solved.

Exact solution

In this section we find the exact solution for pg (¢). This is one of the few models for
which exact solutions are available, so enjoy it! The starting point is von Neumann’s
equation (in the Schrodinger picture) for the total density matrix of S+E:

dp

- = —i[H, p], 6.158

” i[H,p] ( )

where H is the total Hamiltonian (6.156). This is subject to the initial condition
—BHE

Zg

p0) = ps(0)pe(0),  pe(0) = (6.159)

However, now we are interested in exact dynamics so the bath will also evolve in time
and the system and bath will become correlated.
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The solution of Eq. (6.158) is
p(0) = e Mps (0)pr(0)e™.
What we want is the partial trace over the environment
ps(t) =t {5 )pr(0)e™ ).
Let us now divide the total Hamiltonian H as
H = Hg + H,

where Hg = $0; and
Hy = Z kazbk + Z Ao, (b + bZ)
3 k

The Hamiltonian Hy lives on the qubit space and therefore can be taken out of the
partial trace:

ps(t) = e g {e‘i”°’ps (0)p5<0>e"”“’}e"”sf.

In this way, we have separated the local unitary dynamics, described by Hg, to the
dissipative dynamics described by everything inside the trace. In fact, if you think
about it, this whole partial trace is a quantum operation in the spirit of Stinespring’s
theorem. So for now let us focus on this dissipative part defined by the map

s (1) = tr {7 ™ pg (0)pr ()™}, (6.160)
The easiest way to proceed from here is to actually look at the matrix elements of

this map in the computational basis. The reason why this is useful is because Hj is
already diagonal in the qubit sector. In fact, we can define

Hol0) = Hgl0),  Holl) = Hyll),

where .
HE = Z Qb by + Z (b + b))
k k

We then have, for instance

(Ol (010) = Ol 1tz e ™ ps O)p(0)e™ f10)
= trg {{0le " ps 0)pe(0)e™10)
= trg (& 610lps (0)10)p(0)e™}
= Olos 0y trz {e " (0)e 6}
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This set of steps is important and a bit confusing, so make sure you understand what I
am doing. I push the system bra and ket |0) inside the partial trace. But then I know
how Hj acts on it. And after it has acted, H; will no longer have any components
on the qubit space, so we can move |0) through it at will. Finally, when (0| and |0)
encounter pg (0), they form a number, which can then be taken outside the partial trace.
But now comes the magic trick: H is an operator that lives only on the environ-
ment’s Hilbert space. Hence, we are now allowed to use the cyclic property of the
trace. This is a useful trick to remember: if an operator lives on a larger space, cyclic
property is forbidden. But if acts only over the space you are tracing, then it becomes
allowed again. And if we do that the two exponentials cancel and we are left with

Olps (010) = trg {(0lps (O)|O>PE(O)} = (0los (0)[0). (6.161)

Thus, as anticipated, we see that the action of the bath does not change the populations
(diagonal elements) of pg. A similar argument can of course be used for (1|og (#)|1) but
we don’t need to do it because, if (0|ps (¢)|0) doesn’t change, then (1|ps(#)|1) cannot
change also due to normalization.

Next we look at the off-diagonal element

(0lps (OI1) = (Olos (O)|1) trg {e"’”ﬁ ‘pE(0)e™ } (6.162)

We see now that the exponentials do not cancel, so the result of the trace will not be
just trg pp(0) = 1. In fact, we can define a general dephasing rate as

MO {e—fﬂarpE(O)eiHar}, (6.163)

Then Eq. (6.162) acquires the more familiar form
(0ps (DI1) = (Olps (0)[1ye™ . (6.164)

Our task has now been reduced to the calculation of the decoherence rate A(z).

Explicit calculation of the decoherence rate

To compute the trace in Eq. (6.163) we being by noticing that the calculation factors
into a product of traces, one for each mode of the environment:

. + + . B .
AN l_[ r { ot bl bierb)] o1 ezt[kakbk—/lk(bk+hk)]}
k
it[ Qb b= bi+b)] =it] Qubl b+ A (bi+b]) |
= (oD Ubitb) | Kb bt bitb |y

where py, is the initial state of mode k of the environment. If we assume the environment

is in a thermal state then i
pe=(1- e’ﬁgk)e*ﬁﬂkb;{bk‘
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Since the calculations for all modes are equivalent, let us clean up the notation a bit
and focus on the quantity

B=( it @b b-ab+b")] e—it[ﬂb"'b+/1(b+b"')]> (6.165)

Computing this is a good exercise on operator algebra. A
We will need to recall some definitions of displacement operators D(a) = g -ab,
discussed in Sec. 6.4. Recall that D" (¢)bD(a) = b + a. We can then use this to write

2
Qb'b £ Ab + b = Q D' (=Ya)(b'b)D(+4/a) — ’15 (6.166)

But the displacement operator is unitary, so it can enter or leave exponentials at will.
Consequently
ot Qb bbb _ it/ D (Ya)e " D(y/a)

with a similar result for the other exponential. Eq. (6.165) then becomes
B = (D' (-40)e™” " D(-4j0)D' (Ya)e ™" D(3/0))
= (D)™ D' Ya)e ™ P Do),

where T used the fact that D(-@) = D(@) and that D(¢)D(e¢) = D) (all these
properties are described in Sec. 6.4).
In the middle term we infiltrate the exponential inside DY)

eigtbthT(Zﬂ/Q)e_iQme _ exp{ _ Za/leigtb“b(bf _ b)e—in}ﬂ'h}

24 ; ;
= exp{ - E(bTe’Q’ — be"g’)}
— DT(z/lein/Q)
We then arrive at the simpler result:
B = (D(}/2)D" (/) D(%/2))

Finally, we combine the three displacement operators using D(e)D(B) = e @ ¥P/2D(a+
B) [c.f. Eq. (6.85)]. We then finally arrive at

B= (D)) = %(1 _ o), 6.167)

This result is somewhat general since it holds for an arbitrary bath initial state.

143



Next let us specialize it for the case of a thermal state. In this case, it turns out that
the trace of a displacement operator in a thermal state is:?

B =(D(a,)) = exp{ — P+ '/2>}, when p = (1 — e P P¥',

(6.168)
where 71 = (2 — 1)

Decoherence rate for a finite number of modes

Going back now to Eq. (6.163) and reintroducing an index k everywhere, we get

N0 = [ Texp{ - lan P + ).

k

Or, taking the log on both sides,

42 Q
A) = Y —=[1 - cos(Qt)] coth [ == ), (6.169)
; Q% (ZT)

where I used the fact that 27i(x) + 1 = coth(x/27T) and |a,|* = 89—122(1 — cos Qf). I think
Eq. (6.169) is pretty cool. It is an exact result and therefore holds for an arbitrary
number of bath modes. This is therefore a good opportunity for us to try to visualize
the transition between non-Markovian and Markovian behavior as the number of bath
oscillators increases.

For concreteness let us make some assumptions about Q; and ;. Let us assume
that Qy varies linearly between 0 and a maximum cuz-off value Q.. That is, if we take
a bath of N modes, then we define

k

Q = NQC’ k=1,2,...,N. (6.170)

Moreover, let us assume that the coupling constants vary as

9
A = Wk 6.171)

3 One way to derive this result is to write it as
(D(@) = (1= ) 3" P nD(a)n).
n=0

In K. Cahill and R. Glauber in Phys. Rev. 177, 1857-1881 (1969), they show that (n[D(@)|n) = e 2L, (la?)
where L,(x) are the Laguerre polynomials. The sum in » may then be related to the generating function of

Laguerre polynomials:
oo 1 !
Z)(’L,,(y): exp{— d }
prd 1-x 1-x
Using this yields, after some simplifications, the result in Eq. (6.168).
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Figure 6.10: The decoherence rate A(¢)/t defined in Eq. (6.169) for different numbers of bath
modes N. The parameters €, and 4, were chosen as in Egs. (6.170) and (6.171).
The temperature was fixed at 7/Q, = 1.

The logic behind this will be explained below, but essentially it is the condition to
obtain what is called an Ohmic bath. We also rescale the A; with the number of modes
since this allows us to compare different values of N.

We present some results for different values of N in Fig. 6.10. As can be seen, if
N = 2 is small the damping rate is first positive but then goes back all the way to zero
at certain points. Having A(f) = 0 means the system didn’t dephase at all. This is a
signature of non-Markovian behavior. For initial times there is some dephasing. But
then information backflows towards the system and it can eventually get back exactly
to its initial state when A(f) = 0. As we increase N these backflows start to become
more seldom and also occur at larger and larger times. Then, as N — oo information
never flows back and the dynamics becomes Markovian.

On the other hand, for large N we see that at large times A(f)/t tends to a constant.
This means that the decoherence behaves as g(f) = goe ™, which is the same result
one obtains from the Lindblad equation

% = A[O’Zp(fz —p]. (6.172)
dr
But we also see, for instance in the curve with N = 100, that for small times there is
an adjustment period in which A(f)/t is not constant. So this means that for very short
times there is always some weird stuff going on, even if the bath is infinitely large. The
microscopic derivations of master equations don’t capture this type of effect because
they only take into account a coarse-graining dynamics at large times.

Decoherence rate for an infinite number of modes

The complicated behavior of A(f) can be clarified if we assume that the number of
modes is infinite. In this case we can introduce the spectral density of the bath

J(Q) =27 )" A2 6(Q - Q)
k
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so that Eq. (6.169) becomes

A(t) = % f a0 %(1 —coth)coth(%). (6.173)

0

We continue to assume Egs. (6.170) and (6.171) for Q; and A;. Since A, ~ V€ and
J(Q) ~ /l,%, we see that these assumptions imply an Ohmic spectral density J(Q2) ~ Q.
As for the cut-off, we have two choices. One is to assume J(2) = 0 when Q > Q. (a
hard cut-off) and the other is to assume that J(Q) ~ ¥ (a soft cut-off). We shall
take the latter. That is, we shall assume that

J(Q) = AQe™ V<, (6.174)

where A is some positive dimensionless pre-factor, which we will henceforth set to
A=1.

The calculation of the decoherence rate (6.173) now reduces to the following inte-
gral:

L Q
A =y f dQ — (1—coth)coth(ﬁ). (6.175)
0

This integral can actually be played with analytically. You will find this analysis on
Sec. 4.2 of Breuer and Petruccione. The result is:

QP
2

t< Q!
A =nQr Q' <1< L (6.176)

ml =<t
Here Q! and 1/(nT) represent characteristic time scales of the problem. The first is a
very small time scale (because the cut-off is usually insanely large) and describes the

behavior at very short times. Conversely, 1/(nT) dominates the behavior of the system
at the short time scales.

Macroscopic decoherence in multipartite states

We can view the action of the bosons on the spin, Eq. (6.160) as a dephasing chan-
nel E(ps). As we have seen, this channel is such that it does not affect the diagonal
elements of pg, only the coherences. We can write the effects of this channel in a
convenient way if we move to a spin representation. I will therefore use the mapping

0y =1+ 1), I =[-1.
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Figure 6.11: The three regimes of the decoherence rate, Eq. (6.176), compared with numerical
simulations for N = 10* bath modes. The other parameters were Q. = 100 and
T=1.

I will also denote the spin states by a variable o = =1. The action of the channel will
then be given by

(+1EGs)I + 1) = (+1lps| + 1),
(=11&(ps)I = 1) = (~1|ps| = 1),

(+1|8(ps)| = 1) = (+1|pg| — 1)e™™?,
(~18(ps)| + 1) = (~1lps| + 1™,

We can write all of this in a single neat formula as

/ =20 g
(&)oY = (olpsloye T @, (6.177)

where o, 07 = £1.

Now I want to consider what happens when we have N spins, with each spin cou-
pled to its own individual spin-boson bath. In this case the computational basis will
be given by the 2V kets |o) = |0, ...,0n). The logic behind Eq. (6.177) will now
continue to apply, but at the level of each individual state. For instance, suppose only
spin i was coupled to a spin-boson bath. Then the action of this bath would be

’ =20 (-2
(ol&i(ps)lo’) = (olpslo’)e™ = .
That is to say, the bath will only cause decoherence in those states of pg which has

non-diagonal elements in spin component i. For instance, in the case of two qubits, a
state of the form

ps = pl+ D+ + 1@ W)k + (1= p)l+ D=1 = 1 W'}y ],
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would not suffer any decoherence if we applied &;, but would in general suffer deco-
herence if we applied &,, provided |i/) and |’) have off-diagonal elements.

If we now apply the map to all spins, the effects will simply add up and so we will
get

N
A
-5 Xm0’

(@l&1®...0EN)ps)lo’) = (alpsloye " & (6.178)

This equation actually hides a dramatic effect, which explains why quantum effects are
so easily washed away in macroscopic systems (like Schrédinger’s cat, for instance).
To see this, suppose that the system is prepared in a GHZ state,

0...0)+]1...1) 10)+]|1)
V2 V2
The corresponding density matrix pg = |)(y| will have four terms. Two of them will

not suffer decoherence; namely, |0)(0] and |1){(1|. But the cross terms |0){(1| and |1){O0|
will. And according to Eq. (6.178), this decoherence will be proportional to

) = (6.179)

1 &
N2

I ;(0'1 o) =N

Thus, the evolve state of the system will be
1
ps () = 5{|0><0| + 11| + [0)(L[e ™M + |1><0|e-NA<’>}. (6.180)

Now stop and think about how dramatic this is. Even if A is small, we have a factor
of N in the exponential. A state such as the GHZ state is very unusual. It is a super-
position of all spins up and all spins down. Imagine how weird this would look like in

a ferromagnet, for instance. And what Eq. (6.180) is saying is that such a state would
decohere exponentially fast with N.
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