Landauer’s Principle at Zero Temperature
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Landauer’s bound relates changes in the entropy of a system with the inevitable dissipation of heat to the environment. The bound, however, becomes trivial in the limit of zero temperature. Here we show that it is possible to derive a tighter bound which remains nontrivial even as $T \to 0$. As in the original case, the only assumption we make is that the environment is in a thermal state.

We start from the nontrivial case of Landauer’s bound at finite temperature. The bound, however, becomes trivial in the limit of zero temperature. Here we show that it is possible to derive a tighter bound which remains nontrivial even as $T \to 0$. As in the original case, the only assumption we make is that the environment is in a thermal state. Nothing is said about the state of the system or the kind of system-environment interaction. Our bound is valid for all temperatures and is always tighter than the original one, tending to it in the limit of high temperatures.

Introduction.—Around six decades ago Landauer showed that erasing information in a memory has a fundamental heat cost [1]. This can be stated mathematically as a bound comparing the heat $\Delta Q_E$ dissipated to the environment with the change in entropy $\Delta S_S$ of the system, viz.,

$$\Delta Q_E \geq -T \Delta S_S. \quad (1)$$

where $T$ is the temperature of the environment [2]. This result is of practical relevance as it provides guidelines on the ultimate dissipative costs of computation. This is particularly relevant when $\Delta S_S < 0$, in which case it bounds the minimum heat cost necessary for purifying the state of the system. Equation (1) is also of fundamental interest, establishing a deep connection between thermodynamics and information: To manipulate information one has to pay a price in dissipation [3].

In view of the growing interest in quantum information sciences, the extension of Landauer’s principle to the quantum regime has seen a boom of interest in the last decade. In particular, it was shown in Refs. [4,5] that the bound (1) is a direct consequence of the second law of thermodynamics, valid arbitrarily far from equilibrium. In this scenario a system $S$ interacts with an environment $E$ by means of a global unitary $U$, generating a map

$$\rho_{SE}' = U(\rho_S \otimes \rho_E)U^\dagger, \quad (2)$$

where $\rho_{S(E)}$ are the initial states of the system and bath, respectively. Quite important, no specific assumptions are made about the interaction $U$ or the initial state of the system $\rho_S$. The only assumption is that the bath itself is in a thermal state at a temperature $T$; i.e., $\rho_E \equiv \rho_E^\text{th}(T) = e^{-H_E/T}/Z_E$, where $H_E$ is the environment’s Hamiltonian and $Z_E$ the partition function ($k_B = 1$). The map (2) is therefore extremely general.

The second law associated with (2) can be formulated solely in terms of information-theoretic quantities [5], by defining the entropy production as

$$\Sigma := I(S:E) + S(\rho_E'|\rho_E) \geq 0. \quad (3)$$

The first term is the mutual information developed between $S$ and $E$ due to the interaction, $I(S:E) = S(\rho_S') + S(\rho_E') - S(\rho_{SE}')$, where $S(\rho) = -\text{tr}(\rho \ln \rho)$ is the von Neumann entropy. The second, $S(\rho_E'|\rho_E) = \text{tr}(\rho_E' \ln \rho_E')$, is the quantum relative entropy between the final nonequilibrium state of the bath $\rho_E' = \text{tr}_S \rho_{SE}'$ and the initial thermal state. Since the map (2) is unitary, the mutual information simplifies to

$$I(S:E) = \Delta S_S + \Delta S_E \geq 0. \quad (4)$$

Moreover, since $\rho_E = \rho_E^\text{th}(T)$, it follows that

$$\Delta S_E + S(\rho_E'|\rho_E^\text{th}(T)) = \beta \Delta Q_E := \beta \text{tr}\{H_E(\rho_E' - \rho_E^\text{th}(T))\}.$$

Plugging these results in Eq. (3) immediately yields

$$\Sigma = \Delta S_S + \beta \Delta Q_E \geq 0. \quad (5)$$

from which the bound (1) follows. Landauer’s bound is thus a direct consequence of the second law $\Sigma \geq 0$.

The above derivation is simple and illuminating. It also highlights what we believe are the two essential ingredients of the bound (1). First, it is written solely in terms of $\Delta S_S$ and $\Delta Q_E$. The former is the information-theoretic quantity of interest while the latter is an easily accessible quantity of the bath. Second, the bound does not require any information about $\rho_S$ or $U$. The only assumption is that
the environment is thermal. This is quite relevant since, if one knows all there is to know about $S + E$, having a bound is not really necessary; one can simply calculate the exact amount of dissipated heat. Landauer’s bound is useful precisely because it is universal and requires minimal information.

In recent years, several generalizations of Eq. (1) have been put forth. In Ref. [6] the authors used the exchange fluctuation theorem to make the bound tighter, although it required knowledge of the system-environment unitary $U$. Similarly, in Ref. [7] an entire family of bounds was derived using full-counting statistics. The extension to collisional models was put forth in Refs. [8,9] and the role of quantum coherence was studied in Ref. [10]. Experimental demonstrations of Landauer’s principle in the microscopic domain were recently given, in a nuclear magnetic resonance setup [11], a molecular nanomagnet [12], a Brownian particle [13], and a trapped ion systems [14]. Generalizations to account for initial system-environment correlations have also been put forth [15–18] and experimentally verified [19].

In the limit $T \to 0$, however, the bound (1) becomes trivial; it simply states that $\Delta Q_E \geq 0$, irrespective of $\Delta S_S$. This is also true for all generalizations reported above. The reason why it is trivial is because when $T = 0$ the bath will be in the ground state, so that any physical process must always satisfy $\Delta Q_E \geq 0$. The bound does remain useful as a way of emphasizing that there can be processes that occur with zero heat cost (i.e., the bound is still saturable). But other than that, it does not provide any information, which is clearly unsatisfactory [20,21]. Take, as an example, the process of spontaneous emission of an atom into the radiation field (Fig. 1). Any change in entropy of the system will always be accompanied by a flow of heat (represented by the energy carried by a photon). It would therefore be interesting to obtain bounds that capture these fine-grained effects.

In this Letter we show that it is possible to derive a modified bound that yields nontrivial information even at zero temperature. Our bound is summarized by Eq. (12) below. It is always tighter than Eq. (1) and valid for all temperatures; it tends to Eq. (1) in the limit of high temperatures. But, most crucially, it remains nontrivial as $T \to 0$. It also requires only one additional piece of information, namely, the environment’s specific heat as a function of temperature. No information is required about the system-environment interaction or the initial state of the system.

Written in the form (12), our new bound is somewhat abstract. But it can be made explicit for specific environments. Several examples are discussed. One, which is particularly illuminating, is that of emission onto a one-dimensional waveguide. As we demonstrate below, in this case we find

$$\Delta Q_E \geq -T \Delta S_S + \frac{3h c}{\pi L} \Delta S_S^2,$$

which holds for an arbitrary system coupled in an arbitrary way to the waveguide. Here $c$ and $L$ are the speed of light and the length of the waveguide, respectively. The appearance of the second term makes this bound always stricter than (1). Moreover, it remains informative even when $T \to 0$. In particular, it shows that it is impossible to change $\Delta S_S$ without an ensuing heat exchange $\Delta Q_E$.

**Derivation of the modified bound.**—Our starting point is the general quantum map (2). The two terms in the second law (3) are individually non-negative. The reason why Eq. (1) becomes uninformative when $T \to 0$ is because the last term in Eq. (3) diverges when the support of $\rho_E$ is not contained in that of $\rho_E'$, which happens because $\rho_E$ tends to a pure state. The mutual information (4), on the other hand, remains finite. The key insight in our scheme is to use only the mutual information to derive the bound.

The initial state of the environment is thermal and thus characterized by an equilibrium entropy $S_E(T) = S(\rho_E^{th}(T))$ and internal energy $E_E(T) = \text{tr}\{H_E \rho_E^{th}(T)\}$. The final bath $\rho_E'$, on the other hand, is generally far from equilibrium. Let us then introduce a reference thermal state $\rho_E^{th}(T')$, at a temperature $T'$, chosen such that it has the same internal energy as the final state $\rho_E'$; i.e.,

$$\text{tr}\{H_E \rho_E^{th}\} = \text{tr}\{H_E \rho_E^{th}(T')\} = E_E(T').$$

Since internal energy is always in one to one with temperature, the value of $T'$ is unique (although possibly negative).

According to the MaxEnt principle, out of all states of $E$ having energy $E_E(T')$, the thermal state $\rho_E^{th}(T')$ is the one with the highest possible von Neumann entropy. Whence,

$$S_E(T') = S(\rho_E^{th}(T')) \geq S(\rho_E').$$

Plugging this in Eq. (4) yields the bound

$$\Delta S_S + \Delta S_E^{th} \geq \Delta S_S + \Delta S_E \geq 0,$$
where $\Delta S_E^\beta = S_E(T') - S_E(T)$ is now a difference between equilibrium entropies.

As the final step, we consider the quantities $\Delta Q_E = E_E(T') - E_E(T)$ and $\Delta S_E^\beta$ and interpret them as functions of $\beta' = 1/T'$ (we use $\beta'$ instead of $T'$ merely for convenience):

$$\Delta Q_E := Q(\beta') \quad \text{and} \quad \Delta S_E^\beta := S(\beta').$$

(9)

The function $Q(\beta')$ is always monotonically decreasing in $\beta'$ and thus has a unique inverse $\beta' = Q^{-1}(\Delta Q_E)$. Hence, we may write

$$\Delta S_E^\beta = S(\beta') = S(Q^{-1}(\Delta Q_E)).$$

(10)

Plugging this in Eq. (8) yields

$$S(Q^{-1}(\Delta Q_E)) \geq -\Delta S_S.$$  

(11)

This bound is already in the desired form (1), relating $\Delta Q_E$ to $\Delta S_S$.

Finally, we can cast the result precisely in the same way as Eq. (1) by introducing the inverse $S^{-1}$. If the environment does not admit negative temperatures, as is the case when it is infinite dimensional, this inverse is unique. Conversely, if it admits negative temperatures, the inverse will be double valued, with one solution for $\beta' > 0$ and another for $\beta' < 0$. Notwithstanding, we show in the Supplemental Material [22] that the lower bound for $\Delta Q_E$ is obtained by taking the solution with $\beta' > 0$, which is what we shall henceforth refer to as $S^{-1}$. As a result, Eq. (11) can be finally rewritten as

$$\Delta Q_E \geq Q(S^{-1}(-\Delta S_S)).$$  

(12)

This is the main result of this Letter. It provides a bound on the heat $\Delta Q_E$ absorbed by the bath when the entropy of the system changes by $\Delta S_S$. It is identical in spirit to Eq. (1): it requires no information on the initial state $\rho_S$ of the system nor on the system-environment unitary $U$. Note also that even though $\rho_S$ and $U$ in principle affect $T'$, nowhere do we actually need to know $T'$, which is used merely as an auxiliary variable.

The difference in comparison to Eq. (1) is that the two quantities $\Delta Q_E$ and $\Delta S_S$ are connected here through a less trivial function $Q(S^{-1}(\beta))$, whereas in Eq. (1) they are connected simply by $-T\beta$. This new function, however, involves only thermal equilibrium quantities of the bath (even though the process is arbitrarily far from equilibrium). In fact, in terms of the bath’s equilibrium heat capacity $C_E(T)$, Eq. (9) can be written as [23]

$$Q(T') = \int_T^{T'} C_E(\tau)d\tau, \quad S(T') = \int_T^{T'} \frac{C_E(\tau)}{\tau}d\tau.$$  

(13)

Thus, we see that our bound requires only a single function, $C_E(T)$. This is of course more than the original bound (1), which requires only a single number ($T$). But still, knowing (or at least having an estimate) of the environment’s heat capacity is not too complicated (see below for examples).

Comparison with the original bound.—The bound (12) is always tighter than Eq. (1):

$$Q(S^{-1}(-\Delta S_S)) \geq -T\Delta S_S.$$  

(14)

Quite elegantly, this can be shown to be a consequence solely of equilibrium thermodynamics. Since all functions involved are strictly monotonic, Eq. (14) is tantamount to

$$Q(\beta') \geq TS(\beta').$$  

(15)

Using Eq. (9) this can in turn be written as

$$F_E(\rho_E^\beta(T')) \geq F_E(T).$$  

(16)

where $F_E(\rho) = \text{tr}\{H\rho\} - TS(\rho)$ is the nonequilibrium free energy of the environment defined with $T$ (and not $T'$) as a reference temperature and $F_E(T) = F_E(\rho_E^0(T))$ is the corresponding equilibrium free energy. Equation (16) is a fundamental property of the free energy [24] (equivalent to the MaxEnt principle): out of all states of $E$, the thermal state $\rho_E^0(T)$ at a temperature $T$ is the one which minimizes $F_E(\rho)$. This can be readily proven by writing $F_E(\rho) = F_E(T) + TS(\rho)|_{\rho_E^0(T)}$ and using the fact that the relative entropy is always non-negative. This therefore proves Eq. (16) and, consequently, Eq. (14).

Application: Rabi model.—We now illustrate the applicability of our main result Eq. (12), by considering the simple example of spontaneous emission of a two-level atom onto a single-mode cavity, as described by the Rabi model

$$H = \hbar \omega a^\dagger a + \frac{\hbar \Omega}{2} \sigma_z + \hbar g(a + a^\dagger)\sigma_x,$$  

(17)

where $a$ is the cavity mode and $\sigma_i$ are Pauli matrices. Here the atom plays the role of the system, whereas the cavity plays the role of the environment. We assume the initial state of the atom is a simple thermal state with excitation probability $\rho$, whereas the cavity is in a thermal state at temperature $T$.

The functions $E_E(T)$ and $S_E(T)$ used to construct $Q(T')$ and $S(T')$ in Eq. (9) read, in this case, $E_E(T) = \omega n(T)$ and $S_E(T) = (\bar{n}(T) + 1) \ln(\bar{n}(T) + 1) - \bar{n}(T) \ln \bar{n}(T)$. The function inverse of $S(T')$ has no analytic form. Notwithstanding, it can be trivially found numerically.

A comparison of the heat $\Delta Q_E$ absorbed by the cavity mode and the two bounds Eqs. (1) and (12) is shown in Fig. 2. The different images are for increasing values of $T$ (from left to right) with large and small $g$ in the top and bottom rows, respectively. We call attention to a comparison between the curves for $T = 0.01$ [Figs. 2(a), 2(d)] and
T = 0.1 [Figs. 2(b), 2(e)]. In this parameter range the heat exchange $\Delta Q_E$ is rather insensitive to $T$ [the black curves in (a) and (b) are practically identical; and similarly for (d) and (e)]. Notwithstanding, the original bound (1) becomes less and less tight as the temperature is decreased; for $T = 0.01$ it is already practically uninformative. This illustrates well what we believe is the main motivation behind our work: the emission process itself (the black curves in Fig. 2) is practically unaffected as the temperature is reduced, whereas the bound (1) become increasingly worse. Equation (12), on the other hand, follows to a great extent the features of $\Delta Q_E$, being also insensitive to $T$. It is also considerably tighter than Eq. (1), especially at low temperatures. Conversely, for high temperatures the bounds asymptotically coincide [Figs. 2(c), 2(f)].

Emission onto a one-dimensional waveguide.—We now present the derivation of Eq. (6), for the interaction of a system with a one-dimensional waveguide. The only assumption we make is that the waveguide is modeled by a set of bosonic modes $b_k$ with a dispersion relation of the form $\omega_k \approx ck$, where $c$ is the speed of light.

The internal energy $E_S(T)$ and the equilibrium entropy $S_S(T)$ can be found analytically by transforming the sum to an integral. Introducing the Bose-Einstein thermal distribution $\bar{n}_k = (e^{\beta \omega_k} - 1)$, one finds

$$E_S(T) = \sum_k \hbar \omega_k \bar{n}_k = \frac{\pi L}{12 \hbar c} T^2,$$

$$S_S(T) = \sum_k \left\{ (\bar{n}_k + 1) \ln(\bar{n}_k + 1) - \bar{n}_k \ln \bar{n}_k \right\} = \frac{\pi L}{6 \hbar c} T,$$

where $L$ is the waveguide’s length. The functions in Eq. (9) are written more simply in this case as a function of $T'$ instead of $\beta$. We then find $S(T') = (\pi L/6 \hbar c)(T' - T)$, whose inverse is $T' = T + (6 \hbar c/\pi L) S$. Similarly, $Q(T') = (\pi L/12 \hbar c)(T'^2 - T^2)$, so that

$$Q(T') = TS + \frac{3 \hbar c}{\pi} S^2.$$

Finally, returning to Eq. (12) and substituting $S \to -\Delta S_S$, we obtain Eq. (6).

Heat capacity examples.—The bound (12) only requires knowledge of the environment’s heat capacity $C_E(T)$. With reasonable guesses for $C_E(T)$ one may therefore produce estimates for a variety of systems. Phonons, for instance, usually have a heat capacity scaling as $C_E(T) = a T^3$ at low temperatures [25], where $a$ is a constant. Equation (13) then yields $Q(T') = (a/4)(T'^4 - T^4)$ and $S(T') = (a/3)(T'^3 - T^3)$. Plugging this in Eq. (12) yields a bound depending only on $T$, $\Delta S_S$, and $a$. In the limit $T = 0$ this bound simplifies to

$$\Delta Q_E \geq \frac{3^{4/3}}{4} \frac{(-\Delta S_S)^{4/3}}{a^{1/3}}.$$

The minimum heat cost therefore scales as $\Delta S_S^{4/3}$, instead of $\Delta S_S^2$ as in Eq. (6).

Another interesting example is that of gapped environments. That is, environments for which there is a gap between the ground-state and the first excited state. The prime example are BCS superconductors [26]. For such systems, the heat capacity at low temperatures has the form $C_E(T) = b e^{-\delta/T}$, where $\delta$ is the energy gap and $b$ is a constant. In this case, as shown in the Supplemental Material [22], the bound (12) at $T = 0$, assuming $b \gg -\Delta S_S$, becomes

$$\Delta Q_E \geq \delta \frac{(-\Delta S_S)}{\ln(-b/\Delta S_S)}.$$

The bound therefore retains a roughly linear dependence, with a logarithmic correction.

Dependence on the environment’s size.—As in the original formulation [4,5], our framework is not restricted to the traditional idea that environments must be infinitely large. For us, the environment can have any size. The only assumption is that it is thermal. Indeed, our framework is better viewed as describing the interaction between two systems $S$ and $E$ of arbitrary size, one of which ($E$) is in a thermal state. This is a significant advantage, since current research in quantum physics often deals with finite-size environments. Non-Markovianity, for instance, relies heavily on it. Similarly, a Bose-Einstein condensate acts as a bath for an impurity. And this bath is definitely finite. Experiments involving optical cavities (cf. Fig. 2) also offer another good illustration.
Notwithstanding, it is interesting to analyze what happens in the limit where the environment is macroscopically large. Unlike Eq. (1), our bound depends on the environment’s size. This is evident in Eq. (6), but is also present in Eqs. (18) and (19) since extensivity implies $a, b \sim V_E$, the volume of the environment. Thus, when the environment is large, our bound may also require that $\Delta S_S$ is comparably large in order to yield a non-negligible correction. Precisely how large, however, can only be determined on a case-by-case basis. In the case of waveguides, Eq. (6), one must have $\Delta S_S \sim L^{1/2}$, where $L$ is the size of the waveguide. Conversely, for a phonon bath, Eq. (18), one requires only $\Delta S_S \sim V_E^{1/4}$, which is much weaker.

The gapped system example in Eq. (19) is the most interesting. It requires only $\Delta S_S \sim \ln V_E$. Such a logarithmic dependence therefore makes this effect visible even for quite small $\Delta S_S$. Gapped systems such as superconductors, should thus have a significant heat cost for erasing information in the low temperature regime.

Conclusions.——Landauer’s bound is useful because it requires minimal information. However, it becomes uninformative when $T \to 0$. In this Letter we have derived a new bound, identical in spirit. The bound is valid for all temperatures and is always tighter. For high temperatures it coincides with the original one. But most crucially, it remains useful even at $T = 0$.

Our derivation was based on two inequalities: the positivity of the mutual information (4) and the MaxEnt principle (7). The former is saturated asymptotically when the system-environment correlations are vanishingly small and the latter when the final state of the environment after interacting with the system is still approximately thermal. For macroscopically large and highly chaotic baths, both conditions tend to be met. However, many of the environments currently being used in quantum-coherent experiments, such as optical cavities and waveguides, are not of this form. This highlights the relevance and timeliness of our results, which provides a route to extend Landauer’s principle beyond the standard thermal paradigms.
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